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Although extended-range forecasting has exceeded the limit of daily predictability of weather, there are still partially predicta-
ble characteristics of meteorological fields in such forecasts. A targeted forecast scheme and strategy for extended-range pre-
dictable components is proposed. Based on chaotic characteristics of the atmosphere, predictable components and unpredicta-
ble random components are separated by using the standpoint of error growth in a numerical model. The predictable compo-
nents are defined as those with slow error growth at a given range, which are not sensitive to small errors in initial conditions. 
A numerical model for predictable components (NMPC) is established, by filtering random components with poor predictabil-
ity. The aim is to maintain predictable components and avoid the influence of rapidly growing forecast errors on small scales. 
Meanwhile, the analogue-dynamical approach (ADA) is used to correct forecast errors of predictable components, to decrease 
model error and statistically take into account the influence of random components. The scheme is applied to operational dy-
namical extended-range forecast (DERF) model of the National Climate Center of China Meteorological Administration 
(NCC/CMA). Prediction results show that the scheme can improve forecast skill of predictable components to some extent, 
especially in high predictability regions. Forecast skill at zonal wave zero is improved more than for ultra-long waves and 
synoptic-scale waves. Results show good agreement with predictability of spatial scale. As a result, the scheme can reduce 
forecast errors and improve forecast skill, which favors operational use. 
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Since establishment of the first atmospheric general circula-
tion model, major numerical prediction centers around the 
world have performed many dynamical extended-range 
forecast (DERF) studies [1, 2]. However, operational appli-
cation was rarely done, because of poor predictive skill. 
With growing awareness of climate systems, especially 
deepening understanding of extended-range predictability 
such as the Madden-Julian Oscillation (MJO) and strato-
sphere-troposphere interactions [3, 4], a foundation was laid 
for extended-range forecast (ERF) development. In the last  

decade, data assimilation techniques and model perfor-
mance have greatly improved, and ensemble prediction 
techniques have become widely used. Together, these have 
provided favorable conditions for improving ERF skill. 
Thus, the world's leading numerical prediction centers have 
once again taken great interest in ERF, and have gradually 
developed their own operational or quasi-operational ERF 
systems [5–8]. However, the forecast skill of these systems 
needs further improvement. 

At present, DERF error remains large. Its growth mainly 
results from two factors: First, atmospheric instabilities am-
plify uncertainties in initial conditions, causing indistin-
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guishable states of the atmosphere to diverge rapidly on 
small scales (known as internal error growth); second, nu-
merical model imperfection leads to external error growth, 
i.e. model error [9, 10]. The first aspect is an atmospheric 
predictability problem, which is unavoidable because the 
time scale of extended-range has exceeded the limit of daily 
predictability. The second aspect is related to errors in the 
approximate description of the actual atmosphere by a nu-
merical model. Reducing prediction errors associated with 
these two aspects is key to improving the skill of DERF. 

Atmospheric predictability is closely linked to spatial and 
temporal scales. As stated earlier, the lead time of extend-
ed-range forecasts exceeds the limit of daily weather fore-
cast predictability. However, there are still predictable me-
teorological field characteristics. Both observational and 
dynamical theoretical studies suggest the existence of pre-
dictable components of meteorological fields on the ex-
tended-range time scale [11–13]. Monin [14] proposed that 
to constructively solve the problem of long-range predicta-
bility, it is necessary to describe characteristics of meteoro-
logical fields predicted in this period. Significant differ-
ences exist among the predictabilities of extended-range, 
short-range and seasonal forecasts. The means of extend-
ed-range forecasts using extended-range predictable char-
acteristics provides the basis for improving predictive skill, 
but there are relatively few works in this area. In recent 
years, based on atmospheric low-frequency oscillation 
characteristics, encouraging results have been obtained 
using certain statistical methods, in an attempt to forecast 
low-frequency information with characteristic time scale 
longer than extended-range [15]. However, further research 
is needed on predictable characteristics of separated low- 
frequency information. Based on chaotic characteristics of 
the atmosphere, estimating the growth rate of prediction 
errors is a major focus in predictability research [16–20]. 
Given these inherent chaotic characteristics, Chou et al.  
[21] recently proposed a ERF forecast scheme based on 
current numerical models, in which numerical model state 
variables are divided into two parts: Predictable compo-
nents (PCs) on the extended-range time scale, and unpre-
dictable stochastic components. They stated that predicta-
ble components are insensitive to small errors in initial 
conditions within the prediction period (i.e. extended- 
range), and can thereby be predicted using numerical mod-
els. However, how to predict these components needs to be 
further investigated. 

With a view to the above issues, and based on the current 
operational DERF model (T63L16) of the NCC/CMA, we 
established a numerical model targeted for extended-range 
predictable components (NMPC). We retained predictable 
components with higher predictability, and filtered out un-
predictable stochastic components in the computation, to 
avoid impacts of rapid growth of the prediction error of 
small-scale components. The NMPC model can perform 
deterministic prediction of PCs. Similar to the DERF model, 

errors in the NMPC are inevitable, and it does not account 
for the statistical effect of stochastic components on PCs 
because of direct removal of these stochastic components 
from the model. Studies have shown that the analogue-  
dynamical approach (ADA) can effectively combine the 
advantages of dynamic and statistical methods to improve 
numerical model prediction [22–27]. Therefore, targeted at 
the above two problems, the ADA was used in combination 
with historical data in deterministic prediction of PCs, to 
correct prediction error in the NMPC (i.e. reduce model 
error) and to statistically consider the effect of the random 
components on the predicted PCs. ERF experiments of 6–15 
days were performed with the T63L16 model according the 
above reasoning, and results show that the ADA can im-
prove the ERF skill of the model. 

1  Calculation of PCs and establishment of 
NMPC model 

There are objective PCs of the extended-range time scale in 
meteorological variable fields, and the means to effectively 
separate them in numerical models is the basis of determin-
istic forecast. Predictability is an inherent property of the 
atmosphere, and the numerical model is the primary means 
of prediction. Thus, separating PCs is necessary to consider 
the predictability of the atmosphere itself and the prediction 
ability of the model. That is, the separated PCs are predicta-
ble in the real atmosphere, and the numerical model is also 
potentially able to predict them. 

To reduce computation, it is necessary to reduce the de-
gree of freedom of meteorological variable fields since the 
large degree of freedom in numerical models. Leading em-
pirical orthogonal function (EOF) components are often 
associated with low-frequency atmospheric circulation pat-
terns, so one can use the EOF method to carry out this re-
duction, and to identify independent variables supporting 
the attractor from historical data. Among these, EOFs ex-
plaining a larger variance reflect most information on varia-
tions of the original variable field, and mainly delineate the 
slowly varying portion of the real atmosphere, which often 
has higher predictability [28, 29]. Therefore, whether a nu-
merical model has the potential capability to predict those 
EOF components is key to separate the PCs. 

Variance analysis is one of the methods used to gauge 
predictability. It can effectively distinguish the relative 
magnitudes of climate signal and noise [30, 31], and was 
therefore used to gauge the predictability of EOF compo-
nents. In this analysis, internal variance between ensemble 
numbers represents the sensitivity of the numerical model to 
initial conditions; its ratio over the climatic external vari-
ance reflects the magnitude of predictability. When the var-
iance ratio is very large, the external forcing signal is almost 
completely hidden by uncertainties of the chaotic system 
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and useful information is even less than that provided by the 
climate state; thereby it is unpredictable [32, 33]. The de-
tailed procedure for determining PCs is as follows. After 
reducing the degree of freedom, climate variance of each 
EOF component and internal variance between ensemble 
numbers are calculated. The ratio of the internal over exter-
nal variance is defined as R; the predictable EOF compo-
nents whose R<1 are then defined as PCs. Determining PCs 
in such a way not only considers predictability of those 
components in the real atmosphere, but also potential pre-
dictability of the model for those components. 

After separating the PCs whose error grow slowly during 
prediction, it is set that 
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where F is the standardized orthogonal basis, G is its trans-
pose, and p is the number of predictable EOF components. 
The transform relationship between model variable   and 

PCs   is 

 F  ,  (2) 

and its inverse transform is 

 G  . (3) 

The above two transform processes are mutually reversible. 
Then, the prediction of PCs from time step i to i+1 can be 
expressed as 

* *
1 1 1( )i i i i i i i i iG F M G                  ,  

(4) 

where M is the numerical model used, and *
i  represents 

the initial value fields after filtering random components of 
small scale. The prediction equation for PCs is 

1 ( )i iGM FG   ; thereby, the model state is projected 

onto the PCs. If the information of random components is 
eliminated in the prediction process, then the original model 
becomes the NMPC model. 

Atmospheric changes on various time scales possess a 
fractal structure. There are complicated nonlinear interac-
tions between components of different time scales. After 
determining the time length of prediction, the object of the 

forecast should be determined according to this length. The 
principle for determining the prediction object is that the 
predictability limit of the object must be longer than the 
time length of prediction, whereas weather phenomena 
whose predictability limits are shorter than that length are 
unpredictable. The NMPC model was constructed based on 
this idea, by filtering stochastic components whose predict-
ability limit is shorter than the time length of prediction, 
while reserving PCs whose predictability limit is longer 
than the that length during computation. 

2  Principles for ADA 

Numerical weather prediction is essentially an initial and 
boundary value problem, and the NMPC model can be ex-

pressed as 0( ),T sM  where 0
nR  indicates the 

nearly true observed initial conditions at time t0, and 
n

T R   indicates the prediction fields of PCs at time T. 

sM is the nonlinear numerical model of PCs. It is only an 

approximation of the evolution of PCs in the real atmos-
phere (denoted as sH ). Model error (denoted as E) results 

from the difference between sM and ,sH  which is also 

dependent on initial and boundary conditions, i.e. 

 0 0 0( ) ( ) ( )s sE H M    . (5) 

The error term in the NMPC includes error caused by  
model defects and by the statistical effect of filtered random 
components on the reserved PCs. From the point of view of 
the inverse problem, several studies have converted the  
prediction problem of model variables to one of numerical 
model error, for reducing prediction error. These studies 
developed an ADA for complex numerical prediction  
models [22–27], in which prediction error of the historical 
analogue was used to estimate the unknown error term E. 
The principle is that the initial value 0 is regarded as a 

small disturbance superimposed on a historical analogue 

field, 0    i i ; meanwhile 0i   . Substituting 

the historical analogue reference state  i  into eq. (5),  

one obtains  

 ( ) ( ) ( )     
i s i s iE H M , (6) 

where ( )s iH is the real evolution of the ith analogue ref-

erence state (i.e. the observation is known); ( )s iM is the 

model prediction, which is also known. Therefore, the pre-
diction error of the analogue reference state, ( ) iE , can be 

calculated. Since 0  is very close to  i , the first order 

Taylor expansion of ( ) iE  can be performed in the vicin-

ity of 0 , and when i   is sufficiently small, one obtains 
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Eq. (9) is in fact equivalent to using the prediction error 
information of historical analogues to estimate the current 
one. The advantages of the ADA are as follows. It does not 
require reestablishment of the numerical model by using 
historical data. The ADA considers not only model system-
atic error, but also contains information on evolution of 
model error of the analogue manifold with a close initial 
field, without involving the detailed function forms of pre-
diction errors and model variables. This avoids the difficul-
ties of directly establishing a statistical connection between 
prediction errors and model variables. Therefore, the ADA 
is easily transplanted. 

The ADA has been greatly developed in theory and ap-
plication [22–27], but two fundamental unresolved prob-
lems remain. First is how to ensure consistency in the evo-
lution of prediction errors of similar initial value fields, 
since the numerical model is sensitively dependent on the 
initial values. The second problem is how to select analogue 
fields, because the degree of freedom of numerical models 
is very large. Under the condition of existing historical data, 
it is too difficult to find very close analogues of variables 
with such a large degree of freedom. 

Existing studies have barely addressed the first difficulty. 
In fact, the hypothesis that prediction error is not extremely 
sensitive to initial values was used in deriving eqs. (7)–(9), 
which require that the error function be smooth. Only under 
such a premise can small quantities of high-order and 
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  be neglected. A basic feature of the real atmos-

phere and existing numerical models is sensitivity to initial 
values; thus, direct use of the ADA in existing numerical 
models has great limitations. The basic characteristic of 
separated PCs here is that in the prediction period, initial 
error of the dynamical equations does not significantly in-
crease, i.e. their numerical solutions are insensitively de-
pendent on small errors in the initial conditions. This pro-
vides a theoretical basis for avoiding the first difficulty 

above. Meanwhile, hindcast error of the NMPC not only 
includes model error caused by its own defects, but also 
contains the statistical effect of filtered stochastic compo-
nents on the reserved PCs. Therefore, use of the ADA in the 
prediction of PCs not only corrects the model error, but also 
considers the statistical effect of the stochastic components 
on the PCs. 

Regarding the second difficulty, it is common to use a 
key variable field, such as the 500 hPa geopotential height, 
to determine historical analogues. However, using only one 
layer information cannot usually be a good representative of 
the initial state. The degree of freedom of separated PCs is 
greatly reduced relative to the original variable field, which 
avoids degree of freedom difficulties and effectively elimi-
nates high frequency components of the small scale. The 
selected analogues mainly contain large-scale information, 
and thus their persistence is relatively good. Therefore, the 
multivariate integrated similarity index was used to assess 
the degree of similarity between two initial fields. Prelimi-
nary tests show that this method was able to effectively find 
the historical analogues [29]. 

3  Numerical experiments using operational 
model 

3.1  Experimental scheme 

The prediction scheme designed was as follows: 
(1) Establishment of the PC prediction model. It was as-

sumed that the atmosphere is in the same climatic state in 
the 30-day period from 7 days before to 23 days after the 
initial time. For example, for an initial time in the numerical 
experiments of 12:00 UTC on January 16, 2008, the atmos-
phere from January 9 to February 7 (and during the predic-
tion period January 17–31) was considered to be in the same 
climatic state. The EOF method was first used to compress 
the degrees of freedom of the daily spectral coefficient 
anomaly fields of model variables, at each level in the 
30-day periods from 1971–2000. This filtered out compo-
nents caused by random errors. Then the lagged average 
forecast was used to produce the 20-member ensemble pre-
diction results, and the variance analysis method was used 
to calculate the ratio of internal over external variance for 
each component, after filtering random components. Those 
components with variance ratio less than 1 were determined 
as predictable. Finally, in the T63L16 model computation, 
random components were filtered out by doing a trans-
form/inverse transform of model variables and predictable 
components once every 24 h, as in eqs. (2)–(4), until the end 
of prediction. 

(2) Historical analogue selection. Using spectral coeffi-
cient data of initial fields, the projection of the variable at 
each level on the PCs was the variable used to select histor-
ical analogues. Euclidean distance was used to evaluate 
similarity of two fields, wherein the explained variance of 
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each PC was taken as the weight. A best analogue was se-
lected from each year of the 30-year period, and the four 
best analogues were selected from these as the reference 
state, to ensure that the historical analogues and current ini-
tial value had similar climate backgrounds. 

 (3) Error diagnosis and correction. After determining 
historical analogues, each historical analogue 0( )  t  was 

integrated forward to t (6 h), and its prediction error 
from time 0t  to 0t t   was obtained from historical data. 

Then, the prediction error of current initial value 0( )t  

from time 0t to 0t t was estimated from prediction er-

rors of the historical analogues with an equal weight, and 
added to the model prediction value 0( )  t t . In the se-

cond sub-period, the time integration began directly from 

0( )t t   to save computation, and the prediction error 

correction of the initial value at time 0 2t t  was simply 

repeated with the above procedure, until the end of predic-
tion. That is to say, the prediction error correction of the 
initial value was performed at a time interval of 6 h, using 
the historical analogue information.  

It is worth highlighting that the prediction scheme using 
historical data was targeted for the NMPC model, rather 
than simple direct application of the T63L16 model. We 
focused on the 6–15-day forecast; the first five-day forecast 
was not considered. As to the latter forecast, each scale 
component can be considered predictable, especially since 
the numerical resolution of the T63 mode is relatively 
coarse. Therefore, all components were maintained in the 

first five-day prediction computation. Subsequently, the 
degree of freedom of variables was first compressed, and 
then unpredictable components filtered out. To save com-
putation without loss of generality, five independent cases 
at 12:00 UTC on January 16, 2004–2008 were taken as ini-
tial fields in the numerical experiments. Since the forecast 
object is PCs, projections of the original observation data on 
the PCs were taken as the “real” observations. Prediction 
results using the ADA were examined against those of the 
NMPC model, with the anomaly correlation coefficient 
(ACC) and root-mean-square error (RMSE) for global (20°– 
90°S, 0°–360°E), Northern Hemispheric extratropics (20°– 
90°N, 0°–360°E), Southern Hemispheric extratropics (20°– 
90°S, 0°–360°E) and the tropics (20°N–20°S, 0°–360°E).  

3.2  Daily circulation forecast 

3.2.1  500 hPa geopotential height 

Figure 1 illustrates the ACC of the daily forecast and the 
real observation of regional 500 hPa geopotential height in 
the five cases. ACC of the ADA using historical data are 
clearly superior to those of the NMPC model. There are 
significant regional differences in the amount of improve-
ment in ACC. In the Northern Hemispheric extratropics 
(Figure 1(b)), the ACC of the ADA is slightly higher mainly 
after the 10th day, but slightly lower than that of the NMPC 
before then. In the Southern Hemispheric extratropics and 
the tropics (Figure 1(c), (d)), atmospheric predictability is 
greater. The improvement in both is obvious, especially in 
the Southern Hemispheric extratropics, the improvement is 

 

 

Figure 1  ACCs of the daily forecast and the real observation of regional 500 hPa height field for globe (a), Northern Hemispheric extratropics (b), South-
ern Hemispheric extratropics (c), and tropics (d). 
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particularly significant. Globally (Figure 1(a)), the reduction 
of the ADA ACC score with increasing prediction time is 
smaller than that of the NMPC, which is important for ex-
tending the prediction time. 

To further illustrate the effectiveness of the historical da-
ta use, Figure 2 shows the RMSE of prediction results. It is 
observed in the figure that in various regions, the ADA ef-
fectively reduced prediction errors compared to the NMPC. 
Furthermore, the reduction becomes more obvious with 
increasing prediction time. However, the case is slightly 
different in the Southern Hemispheric extratropics, where 
the improvement decline with prediction time. Overall, with 
increased prediction time, prediction error of the ADA in-
creases very slowly, and is lower than that of the NMPC. 
Thus, the prediction of the ADA using historical data is 
improved relative to the NMPC, in terms of both ACC or 
RMSE, especially for longer forecast times. 

3.2.2  850 hPa geopotential height 

Improvements of the 850 hPa geopotential height, more 
closely connected with daily surface weather variables, are 
shown in Figures 3 and 4. From the viewpoint of global 
ACC scores, prediction skill of the 850 hPa geopotential 
height is more clearly improved than that of 500 hPa, but 
the improvement shows great regional variation. Improve-
ment is particularly obvious in the Southern Hemispheric 
extratropics. Nevertheless, in the Northern Hemispheric 
extratropics and tropical region, ADA prediction skill is 

even lower than that of the NMPC. In contrast to ACC, 
RMSEs are definitely improved by the ADA over nearly all 
regions. The improvement in the Northern Hemispheric 
extratropics is less than in other regions. Regional distribu-
tive characteristics of the RMSE scores indicate that im-
provement of RMSE was dependent on regional predictabil-
ity of the variable at the same level. By comparing 500 hPa 
with 850 hPa, it is easy to see that improvement of ADA 
prediction is greater at 850 hPa. This is opposite the vertical 
distribution of the ACC of the NMPC. This indicates that 
improvement of numerical model prediction using historical 
data is closely related to the model prediction capability for 
PCs. That is to say, when the numerical prediction model is 
very accurate, the ADA prediction results degenerate to the 
forecast results of the dynamical method. However, when 
the historical analogue is very accurate, the ADA prediction 
results degenerate to the forecast results of the historical 
analogue. The current situation for both numerical model 
and historical analogue is still far from these two limiting 
circumstances. Therefore, there is still much room for de-
velopment and potential application of the ADA, which 
takes full advantage of both dynamical models and histori-
cal data information.  

3.3  Average circulation forecast 

Figures 5–8 show the prediction skill of the regional pentad 
and 6th–15th day mean forecasts of 500 and 850 hPa geo-

 

 

Figure 2  RMSEs of the daily forecast and the real observation of regional 500hPa height field for globe (a), Northern Hemispheric extratropics (b), South-
ern Hemispheric extratropics (c), and tropics (d). 
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Figure 3  Same as in Figure 1, but for 850 hPa. 

 

Figure 4  Same as in Figure 2, but for 850 hPa. 

potential heights. It is seen from Figures 5–8 that average 
circulation at the two levels are improved, with improve- 
ment decreasing from the lower to the upper level, con-
sistent with the circumstances of daily circulation forecast-
ing. In particular, whether in terms of ACC or RMSE, im-

provement of the circulation forecast of the third pentad 
using the ADA is significantly greater than that of the se-
cond pentad. This is encouraging and has an important 
meaning, especially for forecasting on longer time scales 
(for example, 10–30 days). In the future, the authors will  
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Figure 5  ACCs of the pentadly forecast and the real observation of regional 500 hPa height field for globe (a), Northern Hemispheric extratropics (b), 
Southern Hemispheric extratropics (c), and tropics (d). 

 

Figure 6  Same as in Figure 5, but for RMSE. 

attempt a 10–30-day ERF using the ADA. 
It is seen from the regional 6th–15th day average skills 

that ACC improvement of the NMPC, with use of the ADA, 
is most evident in the Southern Hemispheric extratropics. 
Improvement is not clear in the other regions, and it is even 
smaller than that of the NMPC without the ADA. However, 
the RMSEs show that skill is improved in nearly all regions, 
led by the tropics, followed by the Southern Hemispheric 
extratropics. There is relatively small improvement in the 

Northern Hemispheric extratropics. This was manifest in the 
above daily forecast case, thereby indicating that improve-
ment of prediction skill in the NMPC by use of historical 
data was affected by regional predictability. 

PCs are closely linked with spatial and temporal scales; 
therefore, prediction improvements for waves of different 
scales in the NMPC using historical data are also worthy of 
investigation. Figure 9 shows the ACC and RMSE of the 
6th–15th day average forecast and real observations of dif-
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Figure 7  Same as in Figure 5, but for 850 hPa. 

 

Figure 8  Same as in Figure 6, but for 850 hPa. 

ferent scale wave components of 500 and 850 hPa geopo-
tential heights, across various regions. Figure 9 shows that 
prediction improvement of the zonal wave zero at 500 hPa 
and 850 hPa using the ADA was most evident, with ACC 
increasing by 0.40 and 0.82, and RMSE decreasing by 6.70 
and 11.52 gpm, respectively. Predictions of ultra-long and 
long waves are also improved, although to a lesser extent 
than those of the zonal wave zero.  

Figures 5–8 show that prediction skill improvement of 

the NMPC by using the ADA has obvious regional charac- 
teristics. To better display this regional distribution, Figure 
10 gives the MSSS of the 6th–15th day prediction of the 
NMPC using the ADA, compared to the NMPC alone. It is 
clear from this figure that the greater improvement is at the 
850 hPa level, whether in terms of improvement magnitude 
or regional extent. At 850 hPa, improvement is most distinct 
in the tropics, followed by Southern Hemispheric mid-high 
latitudes, except for a low-value band near 30°S. Improve-  
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Figure 9  ACCs ((a), (b)) and RMSEs ((c), (d)) of the 6th–15th day mean forecast and the real observation of different scale waves (the abscissa: zonal 
wave number) of 500 hPa ((a), (c)) and 850 hPa ((b), (d)) height fields.  

 

Figure 10  The 6th–15th day averaged MSSS of the 500 hPa (a) and 850 hPa (b) height fields predicted by the ADA compared to by the NMPC.  

ment is slight at Northern Hemispheric mid-high latitudes, 
if viewed meridionally. If viewed latitudinally, it is gener-
ally better in the Eastern Hemisphere than in the Western 
Hemisphere. Compared with the 850 hPa level, skill im-
provement at 500 hPa is reduced in both improvement mag-
nitude and regional extent, with almost no improvement at 
polar high latitudes. Likewise, there was a low value band 
of MSSS near 30°S. However, for Northern Hemispheric 
mid-high latitudes, the improvement was more evident in 
the Western Hemisphere than the Eastern Hemisphere. 

In summary, prediction experiments of the NMPC using 
the ADA show that the latter was able to effectively im-
prove model prediction skill. The selection of historical 
analogues and correction of errors in the experiments were 
all targeted for parts of model variables excluding small- 
scale components, thus avoiding the impact on prediction 
results of the rapid growth of prediction errors in small- 

scale components. Both procedures were conducted for each 
model variable at each level. Improvement of prediction 
ensued for various variables and levels, laying the founda-
tion for operational application of the ADA. Of course, the 
error correction targeted for deterministic forecasting of 
PCs is closely related with their number. For the 6th–15th 
day forecast, since components of the synoptic scale are 
predictable, prediction error of PCs accounts for a sizeable 
portion of total prediction error. Reducing this part of the 
prediction error by use of statistical methods in combination 
with historical data can improve the forecast performance of 
the numerical model, as confirmed by the experimental  
results. The authors will introduce probability prediction  
of random components into the prediction process, to attain 
different prediction schemes and strategies targeted to PCs 
and random components. This will be discussed in future 
work. In addition, one can use the ADA to make forecasts 
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targeted for a specific prediction variable (such as the 500 
hPa geopotential height). That is, the historical analogue 
selection and error correction are all targeted for this varia-
ble. This is intended to increase the predictive skill of the 
model for that variable. This will be also discussed in future 
work. 

4  Discussion and conclusions  

The extended-range time scale has exceeded the upper limit 
of daily weather forecast predictability, but certain predict-
able meteorological field characteristics remain. How to 
predict these characters accurately is key to ERF. We de-
veloped an NMPC model by retaining PCs with higher pre-
dictability and filtering out random components from the 
model meteorological fields, to avoid the impact of rapid 
growth of prediction errors of small scale components on 
prediction results. We analyzed and discussed the two dif-
ficulties faced by the ADA, which uses historical data to 
improve the numerical model. We proposed methods to 
solve these difficulties, thereby developing the ADA further. 
We used the ADA to correct prediction errors of the NMPC, 
and to statistically assess the impact of random components 
on the predictable components. Results show that the ADA 
developed is able to effectively raise the prediction skill of 
PCs in the NMPC model. There is clear skill improvement 
for highly predictable areas if viewed from the spatial dis-
tribution, and for the zonal wave zero followed by ultra- 
long waves and synoptic scale waves, if viewed from the 
spatiotemporal scale. Both the spatial distribution and spati-
otemporal scale of skill improvement suggest that the ADA 
has the capacity to effectively reduce prediction errors of 
the NMPC, thereby raising its forecast skill and improving 
its prospects for operational application. 

The success of ERF depends on two important factors: 
First, on a certain time scale, determining which character-
istics of real atmospheric processes are predictable; second, 
based on an understanding of these predictable processes, 
how to predict these characteristics in a targeted manner. 
For the extended-range time scale, there are distinct differ-
ences in basic characteristics between PCs and random 
components. This merits further study, using different pre-
diction schemes and strategies in the predictions. With con-
tinuous improvement, the numerical model will be more 
able to describe PCs on the time scale of the prediction pe-
riod. Therefore, the more useful information the model can 
provide, the better the application prospects for the ADA 
using historical data.  
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