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A B S T R A C T

Dengue fever is a growing global health threat. Previous studies indicate that climate conditions 
drive dengue transmission. However, the mechanisms by which climate signals operate at 
different frequency scales remain poorly understood. Here, focusing on Singapore, we examine 
multi-frequency relationships between climate factors and dengue transmission. We aim to 
elucidate underlying mechanisms and to develop a mechanism-driven model for short-term 
forecasting. Correlation analysis reveals that climate impacts on dengue exhibit frequency- 
specific patterns, suggesting distinct pathways of influence. Building on this, causal analysis 
identifies the specific climate-dengue linkages at each frequency scale. Tropical Atlantic and 
Central Eastern Pacific SSTs drive low-frequency dengue via local precipitation and temperature. 
At the high-frequency scale, SSTs from the tropical Atlantic, Central Eastern Pacific, and Indian 
Ocean affect dengue via dew point and precipitation. At the trend scale, SSTs in the tropical 
Indian Ocean and tropical Atlantic drive dengue dynamics through their effects on local dew- 
point temperature. Leveraging these mechanistic links, we developed frequency-specific 
AutoML models for Singapore that accurately forecast weekly dengue dynamics, with test 
RMSEs of 19.64 (low-frequency), 50.67 (high-frequency), and 2.24 (trend). Together, these an
alyses constitute an integrated framework for multi-frequency dengue analysis and interpretable 
prediction modeling, offering mechanistic insights and actionable guidance to enhance disease 
forecasting and public health strategies.

1. Introduction

Global warming-induced thermodynamic imbalance is reshaping infectious disease transmission through climate responses at 
multiple scales, such as more frequent extreme precipitation, expanded heatwaves and disrupted seasonality. Vector-borne diseases 
are especially vulnerable (Anikeeva et al., 2024). Dengue is a typical climate-sensitive disease and has become a major global public 
health threat. As the fastest-spreading mosquito-borne disease in the past 50 years (Messina et al., 2014), dengue is now one of the most 
prevalent infectious diseases globally (WHO, 2023) and was ranked among the top ten global health threats in 2019 (Colón-González 
et al., 2021). Currently, 119 endemic countries and 390 million at-risk individuals face three combined pressures: climate-driven 
habitat expansion, accelerated viral serotype recombination and weakened control systems under globalization (Li et al., 2018; 
Yang et al., 2021; Bhatt et al., 2013). These factors have intensified transmission and geographical spread, as seen in 2.8 million cases 
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in Latin America in 2022 and over 5 million cases with 5000 deaths worldwide in 2023 (WHO, 2023). The El Niño-associated outbreak 
in Brazil in 2024 set new records, showing that dengue transmission is highly sensitive to large-scale climate anomalies (Souza et al., 
2024). Extreme events can affect mosquito breeding and virus replication and interact with local weather to produce nonlinear 
transmission patterns. These patterns highlight the need to understand how climate signals at different temporal frequencies shape 
dengue epidemics. To address this, models that couple multi-frequency climate information with epidemiological data are essential. 
Such models link global climate signals with local meteorological variability and support climate-adaptive public health strategies, 
including early-warning systems and targeted interventions.

Previous studies have shown that the transmission of dengue fever is influenced by various factors, including the activity and 
distribution of Aedes mosquitoes (Liu-Helmersson et al., 2016), human activities (Wilder-Smith and Gubler, 2008; Kraemer et al., 
2019), viral activity (Kok et al., 2023), and climate and weather conditions (Damtew et al., 2023; Liu et al., 2023). Among these 
factors, the climate variables play a dominant regulatory role (Earnest et al., 2012; Choi et al., 2016; Nakhapakorn and Tripathi, 2005). 
It exerts dominant control via two pathways, at the virological level, optimal temperatures enhance viral survival and replication, 
whereas extremes cause inactivation (Liu-Helmersson et al., 2014; Lu et al., 2009; Xiao et al., 2014). At the vector ecology level, aedes 
mosquitoes, as ectotherms, are highly sensitive to meteorological conditions: temperature governs their density, survival and biting 
behavior, while humidity affects reproduction and biting frequency (Almeida et al., 2005; Huey and Stevenson, 1979; Reinhold et al., 
2018). Local meteorological factors affect the spread of dengue fever, and large-scale climatic drivers can also regulate its spread by 
changing local weather conditions. For example, anomalous sea surface temperature (SST) in equatorial Pacific can, via atmospheric 
teleconnections, alter local meteorological conditions in the Americas and Singapore, thereby indirectly affecting the local spread of 
dengue fever (Lowe et al., 2014; Earnest et al., 2012; Dostal et al., 2022). Similarly, abnormal SST in the Indian Ocean can also regulate 

Fig. 1. Dengue infection cases and climate variables in Singapore from January 2012 to September 2023. (a) Weekly number of dengue infections. 
The black curve represents the pre-Wolbachia period (before week 247); the orange curves represent the Wolbachia Project period (from week 247 
onwards, including the post-COVID-19 period); the blue curve represents the COVID-19 control period (weeks 439–579). The orange shaded area 
marks the full duration of the Wolbachia Project (week 247 to week 610), while the blue shaded area marks the COVID-19 control period (week 439 
to week 579). Dashed and dash-dotted vertical lines indicate the start and end dates of these interventions. (b) Weekly mean temperature (℃).(c) 
Weekly total precipitation (mm, bars) and mean humidity (%) (line). (For interpretation of the references to colour in this figure legend, the reader 
is referred to the web version of this article.)
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the temperatures in areas where dengue fever is prevalent globally, thereby affecting the spread of the epidemic (Chen et al., 2024).
Given that climate and meteorological conditions significantly affect the spread of dengue fever at multiple spatiotemporal scales, 

their integration into dengue prediction models is now a key focus of global environmental health. For example, Kakarla et al. (2023)
applied an LSTM model integrating humidity, soil moisture, temperature, precipitation and the El Niño-Southern Oscillation (ENSO) 
index to forecast dengue outbreaks in India. Jayasani et al. (2021) used an LSTM-based few-shot learning framework with local 
meteorological variables to predict epidemics in Sri Lanka. Appice et al. (2020) used a multi-stage machine-learning model to assess 
temperature effects on dengue transmission. Although end-to-end data-driven models achieve high short-term accuracy, they neglect 
causal climate-disease mechanisms, and overlook multi-scale climate-epidemic interactions, undermining interpretability for public 
health governance. Spatially, abnormal SST in the tropical Atlantic and Indian Oceans can alter regional climates through distant 
atmospheric connections, indirectly influencing dengue spread (Gagnon et al., 2001; Yoo et al., 2006; Rong et al., 2010). Temporally, 
both climate variables and epidemic series show multi-frequency patterns (Van Panhuis et al., 2015; García-Carreras et al., 2022). 
Single-scale analyses increase the risk of spurious correlations and weak generalization. There is an urgent need for a multi-scale 
framework that combines climate drivers, time-frequency analysis, and epidemiological dynamics. This framework can show how 
large-scale climate signals affect local weather and dengue transmission and improve early warning and health-risk assessment.

Singapore has been a dengue hotspot since the 20th century, with incidence rising sharply over the past two decades. Its well- 
established surveillance system provides reliable case data (Struchiner et al., 2015). In this study, we develop an interpretable, 
multi-frequency analytical and modeling framework using Singapore as a case study. First, we decompose both the dengue incidence 
series and relevant meteorological variables into distinct frequency components. Second, we analyze correlations and causal links 
between climate factors and dengue at each scale to elucidate their mechanism of influence. Finally, we build and validate a short-term 
prediction model for Singapore’s dengue outbreaks grounded in these relationships and physical processes. This framework of 
decomposition, attribution, and prediction supports epidemic control in tropical island settings. It also provides a transferable basis for 
early-warning systems for climate-sensitive infectious diseases worldwide.

2. Materials and methods

2.1. Data

2.1.1. Dengue case data
We obtained weekly dengue case data from the Ministry of Health of Singapore’s website (https://www.moh.gov.sg) for the period 

from January 2012 to September 2023, covering a total of 610 weeks (Fig. 1a). As shown in Fig. 1a), since October 2016, the gov
ernment implemented a Wolbachia bacteria-based mosquito control policy (shaded orange area in Fig. 1a), which aimed to suppress 
Aedes mosquito reproduction by releasing male mosquitoes infected with Wolbachia bacteria, resulting in a low level of dengue cases 
in Singapore (Yang et al., 2021; Project Wolbachia-Singapore Consortium and Ching, 2021). During the period from 2020 to 2023 
(shaded blue area in Fig. 1a), COVID-19-related movement restrictions were reported to increase exposure opportunities for Aedes 
mosquito bites, contributing to two consecutive dengue outbreaks (Ho et al., 2023; Lim et al., 2021). These interventions may have 
influenced the observed relationship between climatic factors and dengue cases. In order to focus on the effects of natural climate 
factors, we restricted our main analysis to data from January 2012 to October 2016 (Week 1 to Week 247), before large-scale in
terventions were implemented.

2.1.2. Meteorological data
This study uses hourly meteorological data from Seletar Airport and Changi Airport in Singapore, provided by NOAA, for the period 

from January 2011 to September 2016 (https://www.ncei.noaa.gov/maps/hourly). We selected temperature, liquid precipitation, and 
dew point temperature were selected as the primary meteorological factors. These variables are widely recognized as key drivers of 
dengue transmission. Previous studies have shown that warming temperatures can increase the geographic spread and epidemic 
potential of dengue by enhancing vectorial capacity and extending the seasonal transmission window (Liu-Helmersson et al., 2014). 
High mosquito biting rates and survival observed under favorable climatic conditions further underscore the role of local temperature 
and precipitation in facilitating dengue introduction and persistence (Almeida et al., 2005). Systematic reviews have also identified 
temperature, humidity, and precipitation as stable climate predictors of dengue across multiple regions (Li et al., 2018).

To ensure consistency with the weekly dengue case data from the Ministry of Health Singapore, the hourly data were converted into 
weekly averages, and the average of the two sites (Seletar Airport and Changi Airport) was used to represent the meteorological 
conditions of Singapore (Figure 1 b) and c)). As illustrated in these panels, the climate variables exhibit fluctuations at multiple 
frequency scales, reflecting both short-term variability and longer-term trends that may influence dengue transmission. In addition, 
global weekly SST data from NOAA’s Physical Sciences Laboratory (https://psl.noaa.gov) were obtained to analyze the lagged cor
relation (1–12 weeks) between global SST and dengue cases in Singapore from January 2012 to September 2016. The results indicated 
significant positive correlations between SST in the Indian Ocean (10◦S-24◦N, 55◦E-138◦E), the Central Eastern Pacific (0◦-15◦N, 
100◦W-140◦W), and the tropical Atlantic (20◦S-10◦N, 4◦W-50◦W) and dengue infection cases in Singapore. Therefore, this study 
selected the average SSTs of the three marine regions as primary signals influencing Singapore’s dengue epidemic.
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Fig. 2. Decomposition and signal extraction results of dengue fever cases in Singapore from January 2012 to October 2016. a) Decomposition 
results, shown from top to bottom: original signal, first to fifth intrinsic mode functions, and residuals. b) The results of different frequency 
components, with the blue curve representing the anomaly values of the original data, the orange curve indicating the low-frequency component, 
the green curve representing the high-frequency component, and the black dashed line showing the anomaly values of the trend component. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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2.2. Methods

2.2.1. CEEMDAN algorithm for time series decomposition and signal extraction
To analyze the relationships between climate factors and dengue series at different time scales, we used the CEEMDAN algorithm 

(Torres et al., 2011) to decompose the raw time series of each variable, obtaining the intrinsic mode functions (IMFs) at different 
frequencies. CEEMDAN effectively resolves the frequency-mode mixing problem in standard EMD, decomposing signals based on their 
intrinsic frequency characteristics while minimizing information loss. Its specific computation process is as follows. First, multiple 
white noise sequences are added to the original signal, and each noisy signal is decomposed using EMD to obtain several IMFs and a 
residue. Then, the IMFs of all noisy signals are averaged to obtain the final IMF components, removing the noise influence. Finally, the 
original signal is iteratively decomposed until all components meet the local characteristics of the signal (specific computation process 
and parameter settings are provided in the supplementary materials, Fig. S2).

Using the CEEMDAN algorithm, each series was decomposed into several intrinsic mode functions (IMFs) and a residual. We 
calculated the sample entropy of each IMF to measure its complexity, where higher values indicate higher frequency. We then used the 
mean sample entropy as a threshold to separate high and low frequencies. IMFs with values above the threshold were summed to form 
the high-frequency part, and those with values below the threshold formed the low-frequency part. The residual represented the trend. 
This process extracted signals at different frequencies from the original data.

2.2.2. PCMCI algorithm for identifying time-delay causal relationships
We use the PCMCI algorithm to identify and quantify time-lagged causal relationships between climate variables and dengue case 

time series in Singapore. Assuming causal sufficiency and the Markov condition, the PCMCI algorithm first uses the PC1 algorithm 
(Spirtes and Glymour, 1991) to perform an initial selection of the parent node set, which includes variables associated with the target 
variable. Next, conditional independence tests remove spurious links and retain significant causal connections. Finally, causal graphs 
across different time lags are constructed from the test results. The detailed steps are provided in the supplementary materials. 
Additionally, we used the Python package Tigramite 5.2 to implement the PCMCI-based time-delay causal relationship identification 
for multivariate time series (Runge et al., 2019). However, PCMCI has several limitations. The conditional-independence tests are most 
powerful for linear relationships, so strong nonlinear dependencies may be missed. Its performance also degrades in very high- 
dimensional settings because conditioning sets grow and multiple tests reduce statistical power.

2.2.3. Automated machine learning for predictive modeling
To further understand the dynamics and patterns of how different time-scale variables influence the spread of dengue fever in 

Singapore under climate change, we developed short-term predictive models based on automated machine learning (Auto-ML) 
methods for the different frequency components of the dengue fever case series. Auto-ML automates data preprocessing, feature 
engineering, model selection, hyperparameter tuning, and prediction using multiple algorithms. Among the multiple Auto-ML tools 
available, Truong et al. (2019) found that H2O-AutoML(2023a; 2023b) exhibited the best predictive performance through multiple 
regression task. It can leverage multiple CPU cores and clusters for parallel processing, speeding up optimization and rapidly iden
tifying optimal hyperparameters within preset time limits. Moreover, many of its underlying algorithms implement techniques to 
mitigate overfitting. For example, cross-validation in Stacked Ensemble models, dropout in Deep Learning models, and regularization 
penalties in Generalized Linear Models (GLM). Based on the identified relationships between different frequency variables, we used 
H2O AutoML for model search and hyperparameter optimization, ultimately establishing short-term prediction models for dengue 
fever in Singapore (For details, see: https://docs.h2o.ai/h2o/latest-stable/h2o-docs/automl.html).

3. Results

3.1. Decomposition and signal extraction of climate variables and dengue fever series

To investigate how climate variables at different scales influence dengue cases in Singapore, we performed CEEMDAN decom
position on the dengue fever time series, tropical Indian Ocean SST, Central Eastern Pacific SST, tropical Atlantic SST, as well as 
temperature, dew point temperature, and precipitation time series for Singapore over the selected period. Figure 2a) shows five 
intrinsic mode functions (blue) and the residual (orange) for dengue cases. Before analyzing climate impacts, we evaluated the 
decomposition results and identified the main dengue components using Pearson and Kendall correlations and variance contributions 
(Table S1).

Table S1 presents the statistical metrics of the CEEMDAN components of the dengue fever case time series. All components passed 
the Pearson correlation test (p<0.01), but only the residual failed the Kendall test. This suggests minimal error in the CEEMDAN 
decomposition. Among the five intrinsic mode functions, IMF5 (with a variance contribution of 51.14 %) and IMF4 (with a variance 
contribution of 22.43 %) explain most variation, while the variance contribution of the residual component is only 1.94 %, Thus, 
IMF4–5 mainly drove epidemic dynamics from 2012–2016. Further signal extraction was performed by measuring the complexity of 
IMFs through sample entropy, which was then used as a selection criterion to obtain high-frequency components, low-frequency 
components, and residual trend components. Fig. 2b) shows the results of the extraction components of dengue fever cases in 
Singapore from 2012 to 2016 for different frequencies. The low-frequency component (orange dashed line) exhibits a larger amplitude 
and captures the peaks and valleys of the epidemic, potentially reflecting external climatic or ecological changes; the high-frequency 
component (green solid line) has a smaller amplitude, likely reflecting the influence of confounding factors; the residual trend 
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component (black dashed line) changes slowly around the mean, revealing the long-term trend.
We assessed predictability by analyzing complexity, stationarity, and randomness. Complexity was quantified using sample en

tropy, permutation entropy, and fuzzy entropy, while randomness was evaluated using the Hurst index and the 10th-order Ljung-Box 
(LB) statistic. Stationarity was analyzed through unit root tests (specific results are shown in Table S2). Entropy analysis shows highest 
complexity in the high-frequency component, lower in the low-frequency, and lowest in the residual. The Hurst index (where values 
closer to 0.5 indicate greater randomness and lower predictability) reveals that the low-frequency and residual components have 
relatively good predictability, while the high-frequency component is less predictable. White noise tests confirm all components are 
non-white sequences. Unit root tests show high- and low-frequency are stationary, while the residual has a trend. Overall, all three 
components are predictable, making frequency-based prediction feasible.

We also decomposed meteorological factors. For the SST of tropical Indian Ocean, Central Eastern Pacific, and tropical Atlantic, as 
well as the local temperature, dew point temperature, and precipitation series in Singapore, we also extracted the low-frequency, high- 
frequency, and trend components(the results are shown in Figs. S3–S8). SST low-frequency reflects seasonal to interannual variability, 
high-frequency shows weekly-monthly variability, and the trend captures long-term changes. Similarly, Singapore’s temperature, dew 
point, and precipitation show seasonal variability at low frequency, daily variability at high frequency, and long-term change in the 
trend. In addition, to ensure the robustness of these decompositions, we conducted a comprehensive sensitivity analysis of CEEMDAN 
under different parameter settings (Figure S9), confirming that the low-frequency and trend components are generally stable across 
parameter choices.

In summary, we used the CEEMDAN algorithm to extract low-, high-frequency, and trend components of climate variables and 
dengue cases in Singapore. These components reconstruct the original signals at different frequencies and provide practical insights. 
Next, we analyze how climate factors affect dengue cases using these components, offering theoretical support for physically based 
prediction models.

3.2. Correlation analysis between multi-frequency scale components of climate variables and dengue fever series

3.2.1. Linear correlation analysis
We used Pearson correlation coefficients to examine linear relationships between dengue components and climate factors at 

different frequency scales (Fig. 3). The low-frequency dengue component shows significant correlations with low-frequency SSTs in 
three key regions and with Singapore’s local temperature and precipitation. The correlation at high frequency components is weaker, 
likely due to the strong randomness and the influence of confounding factors. The trend component is negatively correlated with the 
residuals of Singapore’s temperature and Indian Ocean SST. It is positively correlated with the residuals of Singapore’s precipitation 
and Atlantic Ocean SST. These results suggest that climate modulation of dengue transmission mainly appears in low-frequency 
components (seasonal and interannual climate forcings) and residual trends (long-term climatic background changes).

3.2.2. Lagged correlation analysis
To identify key precursor signals for dengue prediction modeling, We analyzed lagged correlations between dengue case numbers 

and climate variables to identify key precursor signals (Fig. S10–S12). Using 26-week cross-correlation coefficients, we found that SST 
of the tropical Atlantic and Central Eastern Pacific, dew point temperature, precipitation, and temperature in Singapore significantly 
influence the low-frequency component of dengue cases at lags of 9, 5, 23, 1, and 1 weeks, respectively. The residual components of the 
dengue fever series are influenced by tropical Atlantic Ocean SST (lag 1 week), Central Eastern Pacific Ocean SST (lag 26 weeks), dew 
point (lag 26 weeks), tropical Indian Ocean SST (lag 1 week), precipitation (lag 1 week), and temperature (lag 1 week). The high- 
frequency component is influenced only by tropical Indian Ocean SST (lag 23 weeks) and Singapore dew point temperature (lag 7 
weeks). These results identify the most influential climate variables at each frequency scale as key factors for multi-scale dengue 
prediction modeling in Singapore.

Fig. 3. Heatmap of correlation between variables: a) low-frequency components, b) high-frequency components, and c) trend components. * in
dicates significance at the 95 % confidence level based on the t-test.
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3.2.3. Autocorrelation analysis of dengue sequence
We previously analyzed correlations between Singapore’s dengue cases and climate factors at different frequency scales. Because 

dengue shows strong periodicity and lag effects, we performed autocorrelation analysis on the reconstructed dengue components to 
clarify incidence patterns and support predictive modeling (Fig. S13–S15). The results show that autocorrelation coefficients of low- 
frequency, high-frequency, and trend components all tail off, indicating long-period autocorrelations. However, partial autocorrela
tion truncation orders differ: 4 for low-frequency, 2 for high-frequency, and 1 for trend components.  Accordingly, we used 1–4 week 
lags as autoregressive terms for the low-frequency component, 1–2 weeks for the high-frequency component, and 1 week for the trend 
component.

In summary, climate factors mainly affect the low-frequency and trend components of Singapore’s dengue series. The decomposed 
dengue components themselves also show strong autocorrelation. However, correlation does not equate to causality. Thus, to further 
elucidate the mechanisms by which climate variables affect dengue transmission we next analyze lagged causal relationships between 
climate variables at different frequency scales and dengue case numbers.

3.3. Causal relationships between multi-frequency scale components of climate variables and dengue fever series

We applied the PCMCI algorithm to analyze the causal relationships between different variables with a 26-week lag (Fig. 4). We 
mainly investigate the causal relationship between local meteorological factors and dengue fever incidence in Singapore, and how 
regional SSTs indirectly influence dengue epidemics through local weather. To clearly demonstrate the cascading climate- 
meteorology-dengue transmission pathway, Fig. 4 omitted the connections among the three SSTs sequences and the connections 
among the local meteorological elements. Fig. 4a) illustrates that low-frequency SST strongly affect Singapore’s precipitation and air 
temperature. Specifically, Central Eastern Pacific SST correlates positively with both precipitation and air temperature, whereas 
Atlantic SST correlates negatively with air temperature. Locally, air temperature is negatively associated with dengue case, while 
precipitation and dew-point temperature are positively linked. Overall, SSTs indirectly drive dengue epidemic dynamics by modu
lating local precipitation and temperature.

High-frequency analysis (Fig. 4b)) shows that Central Eastern Pacific SST influences precipitation, air temperature and dew-point 
temperature in Singapore; tropical Indian Ocean SST is positively associated with air and dew-point temperatures; tropical Atlantic 
SST is positively associated with dew-point temperature but negatively associated with precipitation. Locally, precipitation correlates 
positively with dengue incidence, dew-point temperature correlates negatively, and air temperature shows no significant effect. Thus, 
high-frequency SSTs indirectly drive dengue epidemics by modulating local precipitation and dew-point temperature.

Trend component analysis (Fig. 4c)) indicates that tropical Indian Ocean and tropical Atlantic SSTs significantly influences Sin
gapore’s climate by modulating dew-point trends, other SSTs show no notable impact. Among local meteorological trends, only dew 
point temperature is negatively associated with dengue incidence, while precipitation and air-temperature trends are insignificant. 
Thus, at the trend scale, tropical Indian Ocean SST drives dengue dynamics primarily through its effect on local dew-point 
temperature.

In summary, across all scales, regional SSTs modulate local meteorology, which drives dengue transmission. Both SSTs and local 
climate are robust precursor signals. These clear, frequency-specific causal links support predictive modelling and reveal underlying 
mechanisms.

In addition, Fig. 4 shows that the low-frequency and residual components of SST, local meteorological variables and dengue 
incidence exhibit strong autocorrelation, whereas high-frequency components display weaker autocorrelation. The PCMCI algorithm 
confirms that all three dengue-fever components retain significant temporal persistence (Section 3.2.3). Accordingly, predictive 

Fig. 4. Causal relationship diagram for the components: a) low-frequency component, b) high-frequency component, and c) trend component. The 
node colour represents the autocorrelation strength of each variable, while the arrow colour indicates the causal effect magnitude at the corre
sponding lag period (in weeks). Blue (red) arrows represent negative (positive) causal relationships. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.)
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models should include autoregressive terms to capture this memory effect.
In general, we have clarified the key meteorological factors and their corresponding causal relationships at different frequency 

scales that influence the development and transmission of dengue fever in Singapore. And we also estimated the 95% confidence 
intervals for each edge in Fig. 4 using Fisher’s Z-transformation; the results are provided in the Supplementary Materials (Tables 
S3–S5). Furthermore, to assess the robustness of these causal relationships to CEEMDAN-related uncertainties, we analyzed the causal 
networks derived from decomposed components under different CEEMDAN parameter combinations (Figure S16), which confirmed 
the stability patterns described above. Based on this, we will use automated machine learning techniques for predictive modeling of the 
different frequency components.

3.4. Short-term dengue fever prediction modeling using automated machine learning based on causal relationships of multi-frequency scale 
components

3.4.1. Model Results
Based on the analysis of climate variables and dengue sequence at different frequencies in the previous study, we employed an 

automated machine learning approach to model the low-frequency, high-frequency, and trend components of dengue fever cases in 
Singapore, respectively. The training set and test set account for 75 % and 25 % of the total sample size, respectively. For the low- 
frequency component, the best model selected by automated machine learning was a stacked ensemble, with a root mean square 
error (RMSE) of 19.64 on the test set (Fig. 5a)). For the high-frequency component, the best model selected was a deep learning model, 
with an RMSE of 50.67 on the test set (Fig. 5b)). For the trend component, the best model selected was a GLM, with an RMSE of 2.24 on 
the test set (Fig. 5c)), see Table S6 and S7 for detailed model parameters.

To further analyze the prediction performance of the three models on the original data, we combined the training and test data from 
all three models to obtain the predicted values for the actual case numbers (Fig. 5d)). As shown in Fig. 5d), the predicted values closely 
match the actual values in the training set (from January 1, 2012, to August 16, 2015, covering 185 weeks). Similarly, the model 
performed well on the test set (from August 22, 2015, to September 25, 2016, covering 62 weeks). To further assess the prediction 
accuracy for actual case numbers, we used root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage 
error (MAPE) as error evaluation metrics. The specific expressions for these three metrics are as follows: 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(yi − ŷi)

2

√

, (1) 

Fig. 5. Model performance for a) low-frequency component, b) high-frequency component, c) trend component, and d) reconstructed sequence. The 
blue dashed line represents the actual values in the training set, the orange dashed line represents the predicted values in the training set, the red 
solid line represents the actual values in the test set, and the green solid line represents the predicted values in the test set. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.)
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MAE =
1
n
∑n

i=1
|yi − ŷi|, (2) 

MAPE =
1
n
∑n

i=1

⃒
⃒
⃒
⃒
yi − ŷi

yi

⃒
⃒
⃒
⃒× 100%. (3) 

Where, yi represents the i-th actual value, ̂yi represents the i-th predicted value, and n is the sample size. Smaller values of the three 
error metrics indicate better model performance. Upon calculation, the RMSE of the actual case number prediction model on the 
training set was 40.49, the MAE was 29.83, and the MAPE was 13.23 %. On the test set, the RMSE was 53.64, the MAE was 41.84, and 
the MAPE was 14.27 %. These results demonstrate that the approach of causal relationship analysis and multi-frequency prediction 
modeling is both reasonable and effective. By decomposing variables at different frequency scales, this method enables a more rational 
selection of predictive factors, reduces signal aliasing and interference, and optimizes models across scales. Through such multi-scale 
integration, the final predictions are more accurate and robust.

3.4.2. Model Residual and Sensitivity Analyses
To evaluate the potential risk of overfitting in the baseline model, we conducted residual diagnostics comparing training and test 

sets. The residual distributions of the training and test sets were generally similar in shape and location, with no obvious systematic 
bias (Figure S17 a) –c). Statistical tests also indicated no significant difference in mean residuals between training and test sets 
(Welch’s t-test, p = 0.15), and a small effect size (Cohen’s d = − 0.24). Although the test-set variance was somewhat larger (Levene’s 
test, p = 0.004), the predicted versus actual plots showed both sets clustered around the 45◦ line, supporting stable predictive per
formance (Table S8). These results suggest that the model maintains good generalization despite the limited sample size.

Beyond the residual diagnostics, we further examined the robustness of the modeling framework to different parameter configu
rations and stochasticity in the modeling process. Overall, models without algorithm exclusions tended to perform worse, while 
including more relevant variables generally improved both accuracy and stability. The impact of maximum search time was limited, 
mainly affecting models with fewer predictors, and in most cases, models using the 0.75 train-test split showed superior and more 
stable performance (Figures. S18–S20). Specifically, we evaluated model performance across variations in training data proportion, 
predictor sets, algorithm exclusions, and maximum runtime using stratified random sampling of 12 model combinations for each data- 
splitting scheme (Table S9; Figure S21 a,b). This analysis showed that reconstructed prediction sequences captured the combined 
effects of parameter and predictor variations, with models trained with a 70% split producing the most stable reconstructed pre
dictions. In addition, by iteratively refitting each frequency component 10 times under different random seeds, we quantified the 
variability introduced by stochasticity in the H2O modeling process (Figure S22). Despite inherent randomness, the variability across 
repeated runs remained small, and the reconstructed sequences consistently demonstrated stable and reliable predictive performance.

We further analyzed the impact of different CEEMDAN parameter combinations on model performance in the test set (Figures 
S23–S24). Overall, the Trend component was more sensitive to parameter choices, while the High-frequency component remained 
relatively stable. RMSE distributions for the Low-frequency and Trend components were unimodal, whereas the reconstructed 
sequence exhibited a bimodal distribution with peaks around 60 and 90.

4. Discussion

4.1. Physical mechanisms of climatic factors influencing dengue fever transmission at different frequency scales

To clarify the proposed analytical framework and better explain the role of different frequency-scale variables in predicting dengue 
fever, we need to discuss the potential physical mechanisms linking climate factors to dengue transmission, drawing on the results of 
causation and cross-correlation.

Since SST signals vary slowly, we focus on how SSTs from three key regions influence the low-frequency and residual components 
of Singapore’s meteorological variables. Research shows that higher SST in the central and Central Eastern Pacific weakens the 
equatorial Walker circulation, suppresses the upward movement of Southeast Asian moist air, and thus warms and dries Singapore 
(Chang et al., 2005). SST in the tropical Atlantic, through the Gill response, excites Kelvin waves, inducing negative vorticity anomalies 
over the Indian Ocean, which guides cold air from higher latitudes southward, thus lowering the temperature in Singapore (Rong et al., 
2010). SST in the Indian Ocean and South China Sea influences Singapore’s climate by modulating the western Pacific subtropical high 
(WPSH) and monsoon patterns. Abnormally warm SST enhance the WPSH, suppressing convection, lowering dew point temperature in 
Singapore, and reducing cloud cover, which increases the shortwave radiation reaching the surface, indirectly raising the temperature 
in Singapore (Yoo et al., 2006). In conclusion, our framework captures how SSTs in the three key regions relate to local precipitation 
and temperature in Singapore, providing a reasonable mechanism explanation. As a result, the model established in this study can 
effectively predict dengue fever in Singapore.

In analyzing the relationship between Singapore’s meteorological elements and dengue fever transmission, it was found that the 
variance of low-frequency components contributes significantly. Therefore, the focus is placed on the cross-correlation and causal 
relationships of the low-frequency components. The causal relationship between precipitation and dengue cases shows a short-term 
inhibitory effect, as rainfall flushes Aedes mosquito breeding sites. However, long-term effects may be positive, as water accumula
tion can promote mosquito breeding and transmission (Seidahmed and Eltahir, 2016). Short-term temperature increases promote 
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transmission by shortening the viral incubation period and increasing mosquito biting rates. In contrast, prolonged high temperatures 
may reduce mosquito lifespan and survival by downregulating heat shock genes, lowering transmission risk  (Seah et al., 2021). The 
effect of dew point temperature remains inconclusive. A negative causal relationship may suggest that higher humidity inhibits 
mosquito flight, reducing transmission Li et al., 2018). Conversely, a positive link implies that higher humidity extends mosquito 
lifespan and increases eclosion rates, promoting transmission (Thu et al., 1998). In summary, because the analysis framework proposed 
in this study reveals the nonlinear relationship between local meteorological elements and dengue fever transmission in Singapore, the 
final model is able to achieve better predictive performance.

Fig. 6 illustrates the schematic of the physical mechanisms by which climatic variables influence dengue fever in Singapore. It 
shows how key climatic variables affect dengue transmission. SST in three key regions influences local Singaporean climate by 
modulating large-scale atmospheric circulation, which in turn affects the activity of Aedes mosquitoes, the vectors for the dengue virus, 
and the replication of the virus, ultimately influencing the transmission of dengue fever in the Singaporean population. By capturing 
these physical mechanisms of how environmental factors at different scales affect dengue transmission, our model better predicts 
dengue under climate variability. The model proposed in this study, by considering multi-scale climatic factors such as SST and at
mospheric circulation, achieves high accuracy, highlighting the importance of considering physical mechanisms in the modeling 
process.

4.2. Strengths and limitations

This study systematically analyzed the relationship and lagged causality between Singapore dengue cases and climate variables at 
different frequency scales from a novel perspective of time series decomposition. It clarified the mechanisms through which climate 
factors at various frequency scales influence dengue incidence in Singapore. Additionally, from a physical mechanism perspective, this 
study explored the influence of climate factors on dengue transmission, revealing how SST affects local meteorological variables by 
modulating atmospheric circulation, which in turn impacts the environment for dengue transmission. These results provide a new 
perspective for understanding the relationship between climate change and dengue transmission and offer theoretical and method
ological support for future disease prediction and public health strategies.

Furthermore, the multi-scale short-term prediction model proposed by this study performed excellently in validation, demon
strating the significant impact of meteorological factors on dengue transmission in Singapore. Compared to the CNN-BiLSTM hybrid 
model used by Zhao et al. (2023), which is the most accurate weekly dengue prediction model publicly available, our model effectively 
captures the complex relationship between climate signals and dengue transmission and provides more precise predictions. Despite the 
model used by Zhao et al. (2023) having a Mean Absolute Percentage Error (MAPE) of 12.28 %, only 0.95 % lower than that of our 
study, this result indirectly supports the advantages of our model in terms of rationality and interpretability.

However, this study has some limitations. Firstly, it focused on the impact of climate variables on dengue transmission without fully 
considering other factors such as population growth, migration, government interventions, and urbanization, all of which can play 
important roles in shaping dengue dynamics (Struchiner et al., 2015). Socioeconomic drivers such as population size and economic 
development are likely to exert their influence over broader temporal scales (e.g., annual or multi-year trends), whereas at the weekly 

Fig. 6. Schematic of the physical mechanisms by which climate variables influence dengue transmission in Singapore. The ocean region is colored 
based on the mean SST from January 2012 to October 2016. “WPSH” represents the subtropical high, light green arrows indicate the Walker 
circulation, and the red arrows indicate the normal ascending or descending branches of the Walker circulation. Orange (dark blue) arrows indicate 
anomalies that suppress the Walker circulation’s descending (ascending) branch. Blue arrows represent Kelvin waves excited by the Gill response, 
and blue circulations represent the anomalous circulation triggered by Kelvin waves in the region. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.)
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scale, short-term fluctuations in dengue transmission are more likely influenced by factors such as population mobility or intervention 
timing. But, fine-resolution data on mobility and interventions are often unavailable or inaccessible.

Secondly, in addition to the six climate variables analyzed, other climate factors such as air pressure, wind speed and finer scale 
meteorological variations may also affect dengue transmission in some locations. Studies in Guangzhou, China (Wang et al., 2014; 
Sang et al., 2014) reported associations between wind velocity, air pressure and dengue cases. However, the current evidence is 
geographically limited and often lacks clear mechanistic or biological explanations, especially when considered over larger regions and 
longer time periods.

Moreover, complex interactions between climatic and non-climatic factors, such as land-use changes, ecological shifts, or vector 
habitat modifications, may also influence dengue transmission dynamics but remain insufficiently understood. Recent studies have 
highlighted the combined effects of climate change, urbanization, and land-use transformation on the expansion of Aedes mosquito 
habitats and dengue risk (Messina et al., 2019). Insights from other fields, such as architecture and building energy optimization, 
demonstrate the value of integrating environmental and non-climatic variables to improve predictive performance (Naghipour et al., 
2025; Naghipour and Naghipour, 2025a,b). Exploring these interactions is crucial for developing more comprehensive and mecha
nistically grounded predictive models, particularly under scenarios of rapid environmental change.

Thirdly, larger-scale climatic signals such as snow cover and sea ice may exert indirect or teleconnected effects on climate systems, 
which could in turn influence factors relevant to dengue vectors and transmission. However, for tropical and subtropical regions, SST 
in the tropical oceans-particularly the Indian Ocean-remains the primary climatic driver of dengue transmission (Chen et al., 2024). 
While snow cover and sea ice may affect tropical climates mainly through modulation of ocean emperatures rather than direct effects 
(Li et al., 2024), these high-latitude variables could become increasingly relevant as predictors in dengue risk models for 
higher-latitude regions where the habitat of Aedes mosquitoes is expanding.

Finally, this study is based on data from January 2012 to October 2016, with a limited sample size, which may constrain model 
complexity and generalizability. In addition, potential biases in the dengue case data, such as underreporting, delayed reporting, or 
misclassification, may affect model predictions. On the other hand, while our findings provide insights for Singapore, their applica
bility to other regions may be limited. Differences in climate, vector ecology, and population dynamics may require local calibration to 
maintain predictive accuracy.

Despite these limitations, the prediction modeling method proposed here has a strong theoretical foundation for analyzing the 
relationship between climate factors and dengue transmission. Even with a limited sample size and without considering certain so
cioeconomic factors, the model still effectively captures the complex relationship between climate signals and dengue transmission. 
Overall, this study not only provides a new analytical framework for understanding the impact of climate change on dengue trans
mission but also offers robust theoretical support for dengue prediction modeling, confirming the critical role of climate factors in the 
transmission process. Moreover, the insights gained from our modeling framework can inform public health interventions and early 
warning systems for dengue in Singapore. By identifying key climate drivers and their temporal patterns, decision-makers can better 
allocate vector control resources and plan timely interventions. With proper local calibration, this approach could also be adapted for 
use in other regions, enhancing the practical relevance of our study.

5. Conclusion

This study isolated pre-intervention dengue data from January 2012 to October 2016 in Singapore to avoid confounding by 
government control measures. Using CEEMDAN, we decomposed climate variables and dengue incidence into low-frequency, high- 
frequency, and trend components. Correlation analysis showed that low-frequency dengue variations were driven primarily by tropical 
Atlantic and Central Eastern Pacific SSTs, as well as local dew-point temperature, precipitation, and air temperature. High-frequency 
variations were dominated by Indian Ocean SST and local dew-point temperature. Trend changes reflected the combined influence of 
all six climate variables. PCMCI causality tests then confirmed that SSTs in these three regions modulate Singapore’s meteorology 
through large-scale atmospheric circulation, thereby affecting Aedes activity, viral replication and ultimately dengue transmission. 
Building on these mechanistic insights, we developed and validated a short-term forecast model that effectively predicts dengue 
dynamics.

By elucidating how climate signals at distinct frequency scales drive dengue spread, our framework offers a physically grounded 
approach to disease prediction and early warning in the context of climate change. Future work should expand to other regions and 
longer time series to evaluate additional climate variables, such as air pressure, wind, snow cover, and sea ice. Moreover, incorporating 
high-resolution data on population mobility, intervention timing and other socioeconomic factors, when such data become available, 
would allow a more comprehensive assessment of the drivers of dengue transmission across temporal and spatial scales.
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