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Abstract Previous studies on small‐scale snow cornices relied on wind‐tunnel experiments to explore the
suitable conditions for cornice growth. However, the absence of direct measurements of fluid and snow particle
motions has limited the understanding of the mechanisms underlying snow cornice development. Here, we
carried out numerical simulations under conditions identical to those of the wind‐tunnel experiments. Wind
profiles, snow deposition/erosion rates, surface friction velocity, and particle collision rates before and after
cornice formation are quantitatively analyzed. The formation of snow cornices is primarily influenced by the
shear stress on the surface, which is crucial for determining their development, while the net deposition rate on
the edge plays a significant role in influencing the growth rate of these cornices. Furthermore, the analysis
demonstrates that the presence of snow cornices enhances the likelihood of airborne snow particles adhering to
the windward side of the edges, promoting downstream development. The growth of the snow cornice is
predominantly influenced by the adhesion of settling particles at the edge, with only a small fraction of snow
particles captured on the leeward side due to the effects of the return vortex (wake region). As snow cornices
grow, the wind speed at the edge gradually decreases. While the collision rate of particles with the edge
increases, further facilitating cornice growth. These insights contribute to a deeper understanding of snow
cornice dynamics and their implications for snow stability in mountainous regions.

Plain Language Summary Wind‐tunnel experiments have studied suitable wind conditions for snow
cornice growth. However, our understanding of how snow cornices form has been limited due to the lack of
direct measurements regarding the movement of air and snow particles. In this study, we conducted numerical
simulations under the same conditions as a previous wind‐tunnel experiment to analyze factors such as wind and
snow distribution patterns. We found that the formation of snow cornices is primarily influenced by shear stress
on their surfaces. Additionally, snow cornices play a key role in trapping airborne snow particles on the
windward side, which promotes their further growth. This study focuses on numerical simulations to explore the
physical mechanisms underlying snow cornice formation. Although no direct field observations are included,
the fundamental physical processes of cornice growth are consistent with real‐world phenomena. Therefore, the
qualitative results from the simulation in this work can be used to explore the growth mechanisms of snow
cornices in natural environments. Besides, the findings from this study have the potential to improve avalanche
forecasting accuracy by incorporating snow cornice dynamics and improve understanding of glacier mass
balance and long‐term evolution.

1. Introduction
Cornice is one type of wind‐driven snow patterns in cold mountain areas, and its collapse may trigger slab av-
alanches (Seligman et al., 1936). Understanding the causes of cornice formation is a prerequisite for predicting
and preventing snow disasters. Cornice‐forming process is affected by wind, air temperature, humidity, pre-
cipitation, and other environmental factors (Hancock et al., 2020; Vogel et al., 2012). The latest research has
quantitatively analyzed the suitable range of wind speed for cornice growth (Yu et al., 2022). However, due to the
difficulties in obtaining synchronized direct measurements of granular flow, the mechanism by which wind af-
fects snow cornices and the feedback remains poorly understood. Specifically, previous experimental observa-
tions have shown that cornice growth is initially slow, but once a cornice forms, its growth rate accelerates
rapidly, indicating a marked positive feedback effect (Yu et al., 2022). However, this kind of positive feedback in
cornice development has not been previously investigated.
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Snow cornices form on mountain ridges or flat terrain cliffs (Hancock et al., 2020). For a mountain ridge, the
cornice growth point is the inflection point between the windward slope and leeward slope flow separation point,
where the wind speed reaches the highest value (Latham&Montagne, 1970). However, the topographic effects on
snow particle depositing on mountain ridges have not been fully understood (Mott et al., 2010). In numerical
models, due to the limitation in mesh resolution, it is difficult to estimate the growth rate of a cornice (Latham &
Montagne, 1970). For a flat terrain cliff, the cornice growth point is the inflection point between the flat surface
and the leeward slope separation point. This flowing pattern can be considered as a Backward‐Facing Step flow.
Previous research has primarily focused on snow deposition over the step (Lu & Zhang, 2019; Zhang et al., 2023),
but deposition on the step edge has not been studied in detail, which is however a critical growth mechanism,
especially in the initial stage of snow cornice formation. From the previous wind‐tunnel experiment of Yu
et al. (2024), it is observed that in addition to the direct deposition mode, some snow particles may also undergo
backsorption on the cliffs or the leeward side of the snow cornice. However, the collision rates of particles on the
windward and leeward sides of the edge have never been quantified.

To our knowledge, there is still no numerical model that can well simulate the growth of a cornice. This limitation
arises not only from low mesh resolution but, more critically, from the absence of effective parameterization for
particle adhesion at the edge. The probability for airborne particles to adhere to the edge is determined by the
product of the particle‐surface colliding frequency and particle fast‐sintering rate. The particle fast‐sintering rate
is related to air temperature and humidity (Bahaloo et al., 2022; Szabo & Schneebeli, 2007), and the particle‐
surface colliding frequency to the physical properties of snow particles such as shape, density, dendrites num-
ber, impact velocity/angle, restitution coefficient, and fluid properties. Measuring the collision frequency at the
edge directly from the experiment is challenging, so quantitative numerical simulations are needed to study the
adhesion probability of snow particles in that area.

In this work, we carried out numerical simulations using the Eulerian‐Lagrangian method to reproduce our earlier
wind‐tunnel experiments on cornice formation. We also calculated variables that were not measured in the wind‐
tunnel experiments, as explained in detail later in Section 3. Through the analysis of the numerical results, we
examined the fluid field and particle deposition patterns before and after the cornice formation, as well as the
collision frequency at the edges. This study enhances our understanding of the mechanism underlying snow
cornice growth from the dynamic physical perspective of wind‐blown snow.

2. Numerical Model
The simulation is based on the model of snowBedFoam 1.0 (Hames et al., 2021) developed at the École Poly-
tecnique Fédérale de Lausanne, which is a physically‐based Eulerian‐Lagrangian snow transport model imple-
mented in the open source fluid dynamics software OpenFOAM (https://www.openfoam.com (OpenCFD,
2021)). To simulate aeolian snow transport, snowBedFoam 1.0 employs coupled Eulerian‐Lagrangian phases,
where a finite number of snow particles are dispersed within a continuous air phase. Snow erosion and deposition
processes are represented through physics‐based equations, similar to those used in the well‐established LES‐
Lagrangian Stochastic Model (Comola & Lehning, 2017; Melo et al., 2022; Sharma et al., 2018). Due to its
computational intensity, this approach is best suited for simulating snow movement and distribution over small‐
scale terrain.

2.1. Governing Equations for Fluid Phase

The continuity equation and momentum equation for incompressible flow with snow particles can be expressed as
follows:

∂ui
∂xi

= 0 (1)

and

∂ui
∂t
+
∂uiuj
∂xj

= −
1
ρ
∂p
∂xi

+ ν
∂2ui
∂xi∂xj

+ Fi (2)
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where t is time, ρ is air density, p is pressure, ν is kinematic viscosity, ui is the component of the velocity vector u⃗
and xi is the spatial coordinate extended to x, y, and z. Fi is the collective feedback force of all snow particles
within a grid cell acting on the fluid, which is calculated as the summation of the drag forces on snow particles:

Fi = − Σ
jj
j=1Fd( j) = − Σ

jj
j=1
1
2
CDA|uf − up( j)|(uf − up( j)) (3)

in which jj is the sum number of particles in a single cell, A is the effective cross‐sectional area of an individual
particle, uf is the fluid velocity, up is the particle velocity, and CD is the drag coefficient defined as (Anderson &
Haff, 1991a):

CD =
⎧⎪⎨

⎪⎩

24
Re
(1 +

1
6
Re

2
3) Re >1000

0.424 Re ≤1000
(4)

2.2. Governing Equations for Particle Phase

In the equation of particle motion, gravity, buoyancy and drag forces are considered.

mp
dup
dt

=
1
6
π(ρp − ρa) d3g −

1
2
CDA|uf − up|(uf − up) (5)

in which, mp is the particle mass, ρp is the particle density, ρa is the air density, d is particle diameter.

Moving snow particles are subjected to gravity and fall at a certain velocity. Once they impact the surface, they
either rebound or deposit on the snow surface, contributing to snow accumulation. Additionally, the collision can
result in a splash effect, where smaller particles are ejected into the air, affecting snow distribution and influencing
snow patterns (Clark et al., 2011). In this simulation, the probability for a particle rebound after the impact with
the snow model is calculated by (Groot Zwaaftink et al., 2013):

Pr = Pm (1 − e− γvi ) (6)

where vi is the particle impact velocity, and Pm is the maximum rebound probability. The particle rebound ve-
locity is assumed to be 0.5vi (Doorschot & Lehning, 2002), and the rebound angle obeys an exponential distri-
bution (Kok & Renno, 2009). The number of ejected particlesN = min(NE,NM), in whichNE is estimated via the
momentum equation NM and energy equation (Comola & Lehning, 2017):

NE =
(1 − Prϵr − ϵfr) d3v2i

2〈v〉2(〈d〉 + σ2d
〈d〉)

3
⎛

⎜
⎝1 + rE

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

5[1 + (( σ
〈 d 〉)

2
]

9

− 5

√ ⎞

⎟
⎠ + 2 ϕ

ρP

(7)

NM =
(1 − Prμr − μfr) d3vi cosαi

〈v〉2(〈d〉 + σ2d
〈d〉)

3
(〈cos α〉〈cos β〉rM

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

[1 + ( σd
〈 d 〉)

2
]

9

− 1

√ (8)

where ϵf and ϵr are the kinematic energy lost and preserved after the particle‐bed surface collision respectively, μf
and μr are the kinematic energy fractions, <d> is the average value of particle diameter, σd is the standard de-
viation of the particle diameter, <v> is the average velocity of particles ejected with vertical angle α and hori-
zontal angle β, ϕ is the snow bed cohesion energy, rE is the coherence coefficient of the ejected particle mass m
and the square of its velocity v2, rM is the coherence coefficient of ejected particle mass m and velocity v.
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2.3. Domains and Simulation Setup

The domain of the simulation is a wind tunnel geometry with 2.2 m in
streamwise, 1.2 m in spanwise, and 0.5 m in height, which is 1:1 as in the
previous experiment (Yu et al., 2022). The structured hexahedra mesh con-
sists of 106 cells, with a uniform and orthogonal arrangement ensuring nu-
merical stability and high accuracy. The mesh, with acceptable non‐
orthogonality (maximum 17.2), aspect ratio (maximum 1.8), and skewness,
is well‐suited for high‐precision numerical simulations (Table 1).

For the flow phase, the inlet is set as a patch with a boundary condition of
constant flow velocity, which drives the flow into the domain. The outlet is set

as a patch as well, with a zero‐gradient boundary condition. The wind tunnel inner side, outer side wall, upper
wall, and lower wall are all set as walls, which are treated as no‐slip and impermeable. The fluid parameters are
shown as Table 1. For the particle phase, snow particles are injected from the round area at the top wall of the wind
tunnel, as shown in Figure 1. The seeding rate is a constant of 0.007 kg s− 1. The circle sieve‐shaped seeding port in
the numerical domain is in the same position on the top wall of the wind tunnel in the experiment with an identical
area size (Yu et al., 2022). The particle properties used in simulations are listed in Table 2. The snow model is
defined as a snow bed boundary with particle‐bed interactions. Splash functions developed by (Comola &
Lehning, 2017) are implemented to describe the particle‐bed interactions, which govern processes like particle
deposition, rebound, or splash. The outlet is set as an escape boundary. All other faces of the wind tunnel are set as
rebound boundaries, meaning particles colliding with these walls will rebound elastically.

In the field, cornices can form on two types of geometries: mountain edges and mountain ridges, with the key
difference being whether there is a flat surface before the cliff (Seligman et al., 1936). Experiments show that the
growth rate of snow cornices is faster on mountain edges, making this geometry more suitable for study (Yu
et al., 2022). To remain consistent with the previous wind tunnel experiment, the mountain edge was selected as
the simulation model. Two geometries are chosen, which represent before and after cornice formation. Before
cornice formation, the geometry is an edge‐shaped model of the same size as the snow model in the experiment.
The second geometry includes a wedge‐shaped cornice horizontally hanging at the edge, with a length of 0.145 m,
which is the maximum cornice length observed in the previous wind tunnel experiment.

In the simulation, Reynolds‐Average Navier‐Stokes method is applied to have a time‐averaged momentum
equation for the continuun phase (air). Therefore, for the turbulence closure, the two‐equation turbulence model
of k − ϵ is chosen to obtain the turbulent viscosity. The initial time step (ΔT) is set to 1 × 10− 5 s, with dynamic
time step adjustment enabled to ensure numerical stability, and the maximum Courant number is set as 1. This
setup allows the time step to be automatically optimized during the simulation process. Different solution stra-
tegies are applied based on the characteristics of each variable: an efficient algorithm is used for pressure to
achieve rapid convergence, while smooth solving methods are adopted for velocity and turbulence‐related var-
iables to ensure stability. Additionally, an iterative process is employed to couple pressure and velocity, ensuring

Table 1
Model Parameters

Variable Value

Roughness length 10− 5 m

Kinetic viscosity ν 1.13 × 10− 5 m2 s− 1

Air density 1.41 kg m− 3

Wind speed 3.5–6 m s− 1

Figure 1. Schematics of simulation domain and snow model.
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consistency and accuracy in the simulation of transient flows. Furthermore,
second‐order interpolation is used in the simulation to precisely capture the
distribution of flow field variables.

2.4. Model Verification

To verify the simulation results of the wind field, wind profiles of nine points
distributed in both streamwise and spanwise directions within the working
section of the wind tunnel are compared with the experimental measurement
results (Sommer et al., 2017), as shown in Figure 2a. This comparative
analysis between measured and simulated wind profiles is crucial for ensuring
the accuracy and reliability of our simulations. The measured and simulated
wind profiles at upstream, middle, and downstream points are presented in
Figures 2b–2d, respectively. In these figures, the lines represent simulation

results, while the dots represent the observation results. The colors black, red, and blue represent data collected
from the inner, center, and outer sides of the wind tunnel, respectively. Here, U denotes the wind velocity
recorded by the wind sensor installed on the upper wall of the wind tunnel, while the reference velocity Uref
corresponds to the wind speed that is set as the average input velocity before the experiment begins. This value is
for establishing consistent flow conditions, allowing for comparisons of aerodynamic forces acting on the test
subject throughout the experiment. The velocity acceleration ratio is defined asU/Uref , and the vertical profile of
this ratio is consistent with the experimental measurements.

Analysis of the correlation coefficient shows that, R at all locations exceed 0.93, suggesting a high degree of
consistency between simulated and measured wind profiles. Overall, the simulation captures the main

Table 2
Particle Information

Variable Value

Snow model particle mean diameter 0.5 mm

Snow model particle minimum diameter 0.05 mm

Snow model particle maximum diameter 1 mm

Particle density(ice) 900 kg m− 3

Seeding rate 0.007 kg s− 1

Seeding particle diameter 0.5 mm

Seeding time 30 s

Figure 2. (a) Schematic of measurement positions in wind tunnel test section, showing nine discrete points arranged
streamwise and spanwise to capture wind speed profiles. Non‐dimensional wind profiles in (b) upstream, (c) middle, and
(d) downstream regions are shown in dotted lines for experiment measurement and solid lines for simulation results. The
reference wind speed is Uref = 3 m s− 1.
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characteristics of the measured wind profiles, particularly in the core flow region, and fulfills the general re-
quirements for wind tunnel model validation.

Both the wind‐tunnel experiment and simulation results indicate that the wind field inside the wind tunnel is
nearly uniform, with a boundary layer thickness of approximately 2 cm. Still, discrepancies do exist, particularly
for the measurements at the inner side of the downwind area. In our simulation, wind speed is maintained as a
constant at the inlet, while in the experiment, wind propellers installed within the wind tunnel generate the
airflow. This difference results in less uniform wind profiles in the experimental results, influenced by the effects
of inertial forces.

3. Results and Discussion
3.1. Wind Field Characteristic

In the experiment of Yu et al. (2022), wind field over snow cornice was not measured, which limited the analysis
of the interaction between snow cornice formation and the wind field. Here, we first take the case where the inlet
wind speed Uin is set to 4.5 m s− 1, as illustrated in Figure 3a, which shows the streamwise wind field before the
cornice formation. The airflow accelerates over the windward side of the model and undergoes separation at the
sharpest point (edge) as a result of pressure differences induced by changes in the cross‐sectional area. We define
the non‐dimensional wind speed asU/Uin, whereU is the wind speed. z/H is the dimensionless height, in which z
is height above the surface andH = 0.125 m is the model height. x/H is the normalized streamwise position, and x
is the distance from the corner between the slope and the flat surface. Non‐dimensional wind profiles at different
measuring points in the streamwise direction are shown in Figure 3b. The red line is the wind profile of the flow
field with particles, and the blue circle is that with no particles. As seen, as particles above the ground extract
momentum from the flow, the wind speed is lower in the first case. The wind speed is lower close to the ground
and in particular over the snow model because of the momentum loss caused by the airborne snow particles. A
zone of low wind speed (shown in blue) is observed in the wake, located downwind of the model and below the
model height. The low‐speed region consists of a vortex between x/H = 3.36 and 6.08, in which x/H = 3.36 is the
reversal starting point where the streamwise wind speed Ux starts to have negative values. x/H = 6.08 is the
reattachment point where Ux at z/H = 0.04 starts to be positive again.

Figure 3. (a) Streamwise wind velocity contour at the center cross‐section of the straight section in the wind tunnel at stable
state. The white dashed lines indicate the positions corresponding to the extracted wind profiles. (b) Non‐dimensional wind
profiles at different x/H in streamwise. The inlet wind speed is Uin = 4.5 m s− 1.
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3.2. Deposition and Erosion Rate

The deposition rate qdep is determined by counting the number of impinging particles that, upon collision with the
snow surface, exhibit a rebound velocity of zero within each surface cell over a unit time interval.

qdep = Σm
j=1Σ

n
i=1
1
6
πdp3ρp (9)

in which, m is the cell number on the snow surface, and n is the total number of particles within a surface cell.

From the previous experimental observation, there are three particle sources that contribute to forming the snow
cornice (Yu et al., 2022). The first is the seeding grains depositing directly to the edge. The second is the transport
of the rebounding particles when the wind speed is above the rebound threshold, and the third is the resuspension
of the deposited particles due to the aerodynamic entrainment when the wind speed is above the fluid threshold. In
the previous experiment, we employed a snow model consisting of compacted snow. To maintain consistency
with the experimental conditions, we did not activate the aerodynamic entrainment module during the simulation.
Nevertheless, it is important to note that aerodynamic entrainment may still occur following the deposition of
fresh snow on the snow model. To accurately quantify this entrainment effect, we utilized the same formula
implemented in the aerodynamic entrainment module to calculate the potential mass loss from the snow model.
The potential erosion rate qero is calculated based on the friction velocity value (Anderson & Haff, 1991b):

qero =
Ce

8π〈dp〉2
(τs − τth)ΔxΔymp (10)

where Ce = 0.45 is constant, 〈dP〉 is mean particle diameter, Δx and Δy are the cell grid sizes in streamwise and
spanwise separately, mP is the mass of the particle, and τth is the threshold shear stress which can be expressed as:

τth = u2∗thρa (11)

where u∗th is the threshold friction velocity and ρa is the air density. The threshold friction velocity is assumed to
be equal to the threshold aerodynamic entrainment friction velocity u∗th = uae∗th = 0.17 m s− 1 (Nemoto &
Nishumura, 2001). In Equation 10, τs is the surface shear stress which can be expressed as (Bagnold, 2012):

τs = u2∗ ρa = (
k|U|

ln(z/z0)
)

2

ρa (12)

where U is the wind speed at the height z, k = 0.41 is von Kármán constant, ρa is the air density, and u∗ is the
surface friction velocity which can be calculated. The friction velocity u∗ increases along the windward slope and
reaches the maximum on the flat surface, as shown in Figure 4a.

In the experiment, the measured threshold value of rebound wind speed at the height of the MiniAir sensor is
3.2 m s− 1, which is the lower limit wind speed of forming a stable saltation layer in the wind tunnel (Yu
et al., 2022). Correspondingly, the calculated surface friction velocity at the edge in the case of U = 3.2 m s− 1 is
defined as threshold rebound friction velocity ure∗th = 0.14 m s− 1. This value represents the threshold at which
particles begin to be entrained from the surface due to the splashing process caused by other particles. As shown in
Figure 4b, the surface friction velocity u∗ on the snow model is higher than the rebound threshold ure∗th (shown in
dash dot line), which indicates that there is a stable saltation layer when U > 3.2 m s− 1, in consistency with the
wind‐tunnel experiment. On the other hand, for newly deposited snow particles, surface erosion occurs
where the surface friction velocity u∗ is higher than the threshold aerodynamic entrainment friction velocity
uae∗th = 0.17 m s− 1. By comparing u∗ (dots in Figure 4b) with uae∗th (dash line in Figures 4b–4c), it can be inferred
that: (a) on flat surface: erosion occurs for all wind conditions (3.5–6 m s− 1); (b) on the windward slope surface:
as wind speed increases, the erosion area on the windward slope surface enlarges, and when the wind speed is at
5.5–6 m s− 1, erosion affects the entire windward slope surface; and (c) at the edge: erosion occurs when the wind
speed is greater than U > 4 m s− 1.
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As shown in Figure 5a, under weak wind conditions, most particles deposit at the beginning (x/H = − 3) of the
windward side of the snow model. Under stronger wind conditions, snow particles are more evenly deposited
downstream on the windward slope. The erosion rate qero progressively increases with wind speed, reaching its
maximum value at the corner where the windward slopes meet the flat surface, indicating that erosion is most
likely to occur at this specific point on the snow model. To evaluate the competing effects of deposition and
erosion on cornice growth, we utilized the net deposition rate to estimate the mass balance on the snow model
surface, as illustrated in Figure 5b. The net deposition rate value at the edge (x/H = 0.8) is depicted in the locally
enlarged image, indicating that the maximum net deposition rate occurs at moderate wind speed (U = 4.5–5 m
s− 1), while the minimum net deposition rate are observed under weak wind (U = 3.5 m s− 1) and the strong wind
(U = 6 m s− 1).

Figure 4. (a) Friction velocity on the snow model; (b) Friction velocity along the center line of the snow model; and
(c) Friction velocity at the edge of the snow model before cornice formation. uae∗th is the threshold value of aerodynamic
entrainment velocity, and ure∗th is the threshold rebound velocity.

Figure 5. (a) Deposition and erosion rates and (b) net deposition rate along the ridge at the center under various wind
conditions with a local enlarged image.

Journal of Geophysical Research: Atmospheres 10.1029/2024JD042702

YU ET AL. 8 of 13

 21698996, 2025, 15, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024JD

042702 by L
anzhou U

niversity, W
iley O

nline L
ibrary on [17/08/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



The net deposition rate is defined as the sum of the deposition rate and erosion rate. As illustrated in Figure 6a, for
U < 3.5 m s− 1 (u∗ < ure∗th), no cornice forms due to insufficient mass in the saltation layer. For 3.5 m s− 1 ≤ U < 4
m s− 1 (ure∗th < u∗ < uae∗th), the cornice forms primarily due to deposition. For 4 m s− 1 ≤ U ≤ 6 m s− 1 (u∗ ≥ uae∗th),
erosion starts to effect on the surface accumulation at the edge. The source of material for cornice growth
comprises both deposition and erosion. However, for U > 6 m s− 1, the deposition rate becomes less than the
erosion rate at the edge, resulting in no cornice formation. As shown in Figure 6b, the net deposition rate reaches
its maximum value at wind speeds of 4.5–5 m s− 1.

3.3. Feedback of Cornice on Wind Field, Particle Motion, and Cornice Growth at the Tip

After the cornice reaches the maximum length (average value observed in the experiment is 0.145 m), the flow
field changes first due to the morphological alterations of the snow model. The streamwise velocity contour along
the central line of the wind tunnel is depicted in Figure 7a. Similar to the conditions before cornice formation, the
streamwise velocity reaches its maximum at the corner of the windward slope, with a low‐speed vortex zone
located downstream of the edge (indicated in blue). The dimensionless wind speed profiles at various positions in

Figure 6. (a) Absolute value of deposition and erosion rate at the edge of the model in different wind conditions. (b) The net
deposition rate and cornice length growth rate comparison.

Figure 7. (a) Streamwise wind velocity contour at the center cross‐section of the straight section tunnel at the stable state. The
white dashed lines indicate the positions corresponding to the extracted wind profiles. (b) Non‐dimensional wind profiles at
different x/H in streamwise. The inlet wind speed is Uin = 4.5 m s− 1.
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the streamwise direction are presented in Figure 7b. The near‐surface streamwise wind speed becomes negative at
x/H = 2.3 and returns to a positive value at x/H = 5.4. Consequently, the reverse vortex is positioned between
x/H = 2.3 and 5.4, closer to the edge than its position before cornice formation, exhibiting a length that is 14.7%
longer than before.

The trend in surface friction velocity variation is consistent with the conditions before cornice formation. As
shown in Figures 8a and 8b, the surface friction velocity increases along the windward slope and displays a
sudden decrease on the cornice tip. The magnitude of friction velocity u∗ is slightly lower after the cornice forms
compared to before its formation, as is shown in Figure 8c.

Particle trajectories are shown in Figure 9. Before the cornice formation, most particles collide with the snow
surface on the windward slope. Few particles collide with the flat surface and rush out to the edge with streamwise
velocity, instead of stopping at the edge. After the cornice formation, the colliding frequency of particles on a flat
surface increases, especially at the edge. This might be because, after a snow cornice formation, particles
experience more collision times with the flat surface and lose a portion of momentum and mass, which provides
more favorable conditions for stopping at the edge.

To quantitatively investigate the colliding frequency of particles at the edge, the colliding frequencies of particles
on the windward and leeward sides of the edge is then analyzed. On the windward side, the collision frequency is
about 10 times higher than that on the leeward side, and the collision frequency at the edge reaches the highest
value before the cornice formation when U = 4.5 m s− 1. After cornice formation, the maximum frequency shifts
to 5 m s− 1, as is shown in Figure 10a. On the leeward side, before the cornice formation, the maximum colliding
frequency occurs at U = 4.5 m s− 1. While after cornice formation, the maximum colliding frequency shifts to
U = 5 m s− 1, as is shown in Figure 10b.

From the analysis above, it can be concluded that cornice formation alters the surrounding flow conditions,
including local wind speed and vortex position, both of which influence particle trajectories. Cornice formation

Figure 8. (a) Friction velocity on the snow model; (b) Friction velocity along the center line of the snow model; and
(c) Friction velocity at the edge of the snow model after cornice formation. uae∗th is the threshold value of aerodynamic
entrainment velocity, and ure∗th is the threshold rebound velocity.
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increases the collision probability of snow particles with the windward side of the tip, thereby promoting the
cornice's development in length and thickness. The growth of the snow cornice primarily relies on the settling
adhesion of particles at the edge or on the windward side of the tip, with only a small portion of the snow particles
adhering to the leeward side at the edge and the cornice.

It should be noted that the Reynolds number of the original numerical simulation model is Re = 1.3 × 105 on
average, which falls within the self‐similar region (105≤ Re ≤ 108) . In this range, the turbulence characteristics
of the flow field and the velocity profile remain unchanged even if the size of the simulation domain is adjusted.
Thus, in this work, dynamic similarity is ensured, and the critical physical quantities, such as friction velocity,
remain unaffected by the domain size.

4. Conclusions
To further understand the intrinsic physical mechanisms of snow cornice formation and growth, this work
conducted numerical simulations to investigate the airflow and particle moving characteristics before and after
snow cornice formation. The simulated results are consistent with the previous wind‐tunnel experiments, con-
firming the reliability of our numerical model. Moreover, the simulation results allowed us to obtain information
that was not directly accessible through previous experiments. We found that cornice formation is a compre-
hensive process involving both deposition and erosion. The shear stress on the surface determines whether a snow
cornice forms, while the net deposition rate on the edges dictates the wind speed at which the growth rate of the
cornice increases. The lower threshold wind speed for snow cornice formation corresponds to the threshold

Figure 10. Particle collision frequency on (a) windward and (b) leeward of the edge before and after cornice formation. The
error bars in (b) show the standard deviation of the collision rate over the last 50 s in steady state.

Figure 9. Particle velocity vectors for the case (a) before the cornice formation and (b) after the cornice formation.
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rebound wind speed of snow particles, which influences the formation of a saltation layer. The upper critical wind
speed occurs when the net deposition rate reaches zero.

Previous experimental observations indicate that cornice growth is slow at the initial state; once a cornice appears,
its growth rate accelerates rapidly (Yu et al., 2022). Our simulation results explain this positive feedback
mechanism: cornice formation locally reduces wind speed at the edge and increases the particle collision fre-
quency at the edge, making snow particles more likely to adhere to the edge after the cornice has formed. The
growth of the snow cornice primarily relies on the settling adhesion of particles at the windward side of the edge,
with only a small fraction of snow particles being absorbed on the leeward side through the return vortex.

Although our simulation results provide quantitative insights into the mechanism of snow cornice growth, the
model has limitations in directly comparing with field observations due to the complex environmental conditions
in nature, such as strong intermittency of wind flow and complex terrain. Our simulation results can qualitatively
capture the essential physical mechanisms governing snow cornice formation observed in the field. The primary
flow characteristics and wind speed range for cornice formation remain unaffected by domain scaling in our
simulations. However, for quantitative accuracy, further calibration and validation with further field observation
data are required. Therefore, high‐resolution field observation data are essential to bridge the gap between small‐
scale simulations and large‐scale mountain terrains, and this will be the focus of our future research. Building
upon this, the acquisition of detailed field data will not only facilitate model validation but also lay the
groundwork for more comprehensive predictions and practical applications.

In future work, we intend to predict snow cornice growth in the mountainous terrain under various conditions,
such as different wind fields, precipitation strength, and terrain conditions. This will enable the development of a
parameterization scheme for snow cornice growth, which can be incorporated into avalanche models to improve
forecasting accuracy. Additionally, the findings of this study, incorporating wind‐snow feedback mechanisms,
provide valuable insights and references for glacier and ice flow modeling work.

Data Availability Statement
The code in this work is available via (Hames et al., 2021). Data archiving is available at Zenodo (Yu, 2024).
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