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A B S T R A C T

High-quality satellite quantitative precipitation estimation (QPE) is crucial for theoretical studies and disaster 
monitoring. However, it remains unclear which information is effective or relatively less valuable. Accurately 
eliminating ineffective variables and applying effective ones as predictors can further enhance the accuracy and 
computational efficiency for QPE. In this study, an hourly QPE algorithm was developed using three machine 
learning (ML) models, including Random Forest, XGBoost and LightGBM. We focused on obtaining high- 
precision precipitation estimations and further analyzing the contribution of different input variables. Sensi
tivity experiments revealed that satellite visible channels and cloud properties are key factors for accurate QPE. 
In contrast, information provided solely by infrared channels and meteorological variables is relatively limited. 
Among three ML models, LightGBM achieved the best QPE, and was comparable to, or even slightly better than 
GPM IMERG, which may be attributed to its incorporation of more effective variables and training with ground 
rain gauge. However, it sometimes underestimates heavy precipitation compared to GPM IMERG, probably due 
to few training samples and saturation of satellite spectral signals. The analysis of Shapley Additive Explanations 
(SHAP) indicates that QPE are more sensitive to cloud properties (e.g., cloud water path), but some meteoro
logical factors, such as relative humidity at different pressure levels are becoming more important as the envi
ronment becomes drier. Additionally, the performance of ML model and GPM IMERG deeply relies on cloud type. 
These findings are expected to provide valuable references for the construction of future satellite QPE algorithms 
in terms of feature selection and data processing.

1. Introduction

As a commonly weather phenomena, precipitation is a key driving 
variable of the global hydrological cycle and is also a significant element 
of the Earth-atmospheric system energy budget, water resource man
agement and ecological studies (Chen and Pfaendtner, 1993; Stephens 
et al., 2012; Duncan et al., 2013; Nielsen and Ball, 2015). On one hand, 
the short-term anomalies of precipitation may trigger extreme events 
such as floods and droughts, which exert profound impacts on the pro
ductivity and livelihoods of human society (Lenderink and Van Meij
gaard, 2008; Akbari Asanjan et al., 2018). On the other hand, its 
long-term variations are closely linked to large-scale atmospheric cir
culation and potentially induce broader climatic changes (Bony et al., 
2013; Huang et al., 2016). However, it still faces great challenges to 
reveal the complex physical process, influencing mechanisms and 
non-linear characteristics of precipitation due to the numerous factors 

associated with precipitation occurrence and the existing uncertainties 
in current precipitation products compared to actual observations. 
(Morrison et al., 2020; Jian et al., 2022; Li et al., 2022; Zhao et al., 
2024a). Therefore, combining limited observational data to clarify the 
key variables for precipitation retrieval and obtain high-quality pre
cipitation dataset will inevitably help to address the above scientific 
issues (Jiang et al., 2023).

Precipitation data can be obtained primarily based on ground 
observation instruments and meteorological satellite retrieval 
(Skofronick-Jackson et al., 2017). Specifically, ground-based rain 
gauges are not only the most direct observational tool, but also have 
high measurement accuracy, which is widely used for the evaluation of 
satellite products (Gautam and Pandey, 2022; Zhu and Ma, 2022). 
However, they are confined to provide data from many single points, 
which limits the extrapolation of rainfall pattern over broader regions 
(Li et al., 2013b). Ground-based meteorological radars possess spatial 
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representativeness within a certain area, but radar echoes are suscepti
ble to interference such as beam blockage and non-meteorological 
echoes (Ye et al., 2015; Tan and Chen, 2023). Furthermore, the 
deployment density and cost of ground instruments also introduce large 
uncertainty to precipitation estimation (Dabberdt and Schlatter, 1996; 
Chen et al., 2022b). Compared to ground-based observations, satellite 
remote sensing can overcome above drawbacks, and the development of 
satellite-based precipitation retrieval algorithm will help to obtain 
precipitation products with large spatial coverage and long temporal 
effectiveness (Hou et al., 2014). Meteorological satellites are mainly 
classified into Low Earth Orbit (LEO) satellites and Geostationary Earth 
Orbit (GEO) satellites according to their operational orbit. Passive mi
crowave sensors and precipitation radar carried by LEO satellites have 
the advantage of directly reflecting cloud particle information relevant 
to precipitation (Michaelides et al., 2009; Kidd et al., 2016). However, 
the spatial resolution of passive microwave sensors is very low, and 
precipitation radars have a relatively small scanning coverage. More
over, due to the limitation of LEO satellite’s operational orbit, passive 
microwave sensors and precipitation radars have a low sampling fre
quency and considerable scanning gaps in the same area, which prevents 
the capture of rapidly evolving storms and the continuous observation to 
the same precipitation event (Joyce et al., 2004). In contrast, GEO sat
ellites equipped with visible and infrared (VIS/IR) sensors can provide 
near real-time and high-resolution observations, which play an irre
placeable role in monitoring heavy precipitation events at small scales 
with rapid spatiotemporal variations. In previous studies, some IR-based 
algorithms estimate precipitation by linking brightness temperature to 
surface rain rate, and the VIS channels can provide some information 
about cloud optical properties related to precipitation (Adler and Negri, 
1988; Thies et al., 2008a). However, the VIS and IR radiations are 
limited to the cloud top and cannot penetrate cloud layers, and the 
statistical relationship between cloud top brightness temperature and 
surface rain rate is not always reliable, so the precision of precipitation 
retrieval still needs to be improved (Ebert et al., 2007). Precipitation 
products can also be obtained by inversion and fusion of active and 
passive satellite multi-sensor observations, such as the Global Precipi
tation Climatology Project (GPCP) (Huffman et al., 1997), the Global 
Satellite Mapping of Precipitation (GSMaP) (Okamoto et al., 2005), the 
TRMM Multi-Satellite Precipitation Analysis (TMPA) (Huffman et al., 
2007) and the Integrated Multi-satellitE Retrievals for the Global Pre
cipitation Measurement (GPM IMERG) (Hou et al., 2014), which have 
been widely used for previous studies. Nevertheless, merged products 
cannot provide real-time data because of long delays (e.g., 3.5 months 
for IMERG Final Run). Moreover, due to the constraints of inherent 
physical assumptions and systematic errors in physical retrieval and 
merge methods, these precipitation products still suffer from low accu
racy and some uncertainty in some cases (e.g., dry climate, light and 
heavy rainfall) (Prakash et al., 2016; Retalis et al., 2020; Tang et al., 
2020; Li et al., 2021a; Ramadhan et al., 2022; Gavahi et al., 2023; Peinó 
et al., 2024).

Despite different precipitation products can be obtained by different 
retrieval methods, one thing is certain: as an important carrier of pre
cipitation, cloud is closely related to the probability and intensity of 
precipitation occurrence, and dynamic and thermal conditions in the 
meteorological background field also play a crucial role in the formation 
and evolution processes of cloud and precipitation. Based on the above 
considerations, some studies have shown that a low cloud-top brightness 
temperature or distinct textural features can be employed to indicate 
deep convective precipitation events in tropical regions (Hong et al., 
2004). Nakajima et al. (2010) noted that the retrieval of cloud effective 
particle radius using the 2.1-μm wavelength from satellite imagers has 
the potential to infer precipitation in warm water clouds. Cloud droplets 
with a larger particle radius are more inclined to fall against the updraft, 
and optically thick clouds with an extensive vertical extent can reduce 
evaporation and promote the substantial growth of cloud droplets dur
ing the falling process, consequently, such clouds are deemed more 

likely to generate precipitation (Lensky and Rosenfeld, 2003; Nauss and 
Kokhanovsky, 2006). Chiu et al. (2014) pointed out that drizzling clouds 
have significantly higher geometric thickness and liquid water path than 
non-drizzling clouds. As for meteorological conditions, Brown and 
Zhang (1997) found that low mid-tropospheric humidity inhibits the 
development of deep convective cloud through dry air entrainment. 
Long et al. (2021) pointed out that precipitation events become more 
concentrated both temporally and spatially under higher temperature 
conditions. Rafati et al. (2024) noted that low-level wind shear can be 
served as a predictor for mean and maximum precipitation of mesoscale 
convective systems. These studies show that cloud properties and asso
ciated meteorological conditions should be taken into account for 
incorporating more precipitation-related processes (e.g. the evaporation 
during the raindrop falling process) in high-quality precipitation 
retrieval (Salamalikis et al., 2016; Chen et al., 2020). However, the 
relationship between precipitation and cloud properties, meteorological 
conditions, and cloud-top brightness temperature is usually highly 
non-linear, and traditional physically and statistically based precipita
tion retrieval methods often struggle to accurately resolve these 
non-linear problems (Hong et al., 2005; Ma et al., 2020; Zhou et al., 
2022). Additionally, it is still unclear which variables should be 
emphasized in the precipitation retrieval algorithm.

With the rapid development of computer processing speed and 
storage efficiency, keywords like big data and machine learning have 
become prominent in numerous scientific domains (Wang et al., 2022b; 
Shang et al., 2024a; Shang et al., 2024b; Zhang et al., 2024). Some 
machine learning and deep learning methods, such as Random Forest 
(RF), XGBoost, Support Vector Machine (SVM), and Convolutional 
Neural Network (CNN), have advantages of handling large volume data 
and capturing non-linear relationships. They demonstrate robust 
generalization capabilities without the need for priori knowledge, and 
provide novel insights for addressing retrieval problems based on sat
ellite remote sensing. For instance, Wei et al. (2021) estimated 
ground-level PM2.5 concentrations with a LightGBM model from the 
Himawari-8 satellite aerosol optical depth product, and the results were 
significantly better than those derived from traditional statistical 
methods. Yang et al. (2022) presented the potential of XGBoost for 
predicting cloud parameters using multi-spectral data from the 
Advanced Himawari Imager (AHI) onboard the Himawari-8 satellite. In 
the aspect of passive satellite-based quantitative precipitation estima
tion (QPE), machine learning methods are widely utilized as well. For 
example, Li et al. (2021a) made a preliminary attempt to reproduce 
three rainstorm cases in the Southeast of China using a random forest 
model combined with multi-source products from Fengyun-4 satellite 
(FY-4 A) and reanalysis data, and the results confirmed the potential of 
machine learning for applications in QPE. Wang et al. (2020) employed 
CNN for rainfall estimation over the Continental United States (CONUS) 
using Geostationary Operational Environmental Satellite (GOES) 
multi-band IR data, the results of which illustrate better performance 
than the operational product. Ma et al. (2022) proposed an artificial 
neural network framework named FY4QPE-MSA, driven by multispec
tral analysis (MSA) from FY-4 A AGRI, which can generate accurate QPE. 
In spite of the fact that many scholars have proposed various machine 
learning-based algorithms for the satellite QPE, challenges still persist 
due to poor interpretability associated with machine learning methods. 
For example, the selection of input variables during the training process 
is random and arbitrary, and the importance and the degree of infor
mation gain of different variables is not explicit, which hampers effec
tive execution of operational applications. Additionally, the sensitive 
factors for precipitation under different environmental conditions are 
not well understood, and the dependency of precipitation on cloud types 
has not been further studied. Furthermore, the characteristic of 
highly-skewed and heavy-tailed hourly precipitation distribution poses 
problems for the application of machine learning in QPE (Koch and 
Naveau, 2015; Min et al., 2019).

As results, this study primarily focuses on the following three points: 
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(1) Using multiple machine learning methods, including Random Forest, 
XGBoost, and LightGBM to improve the accuracy of passive satellite 
precipitation estimations by considering various effective variables such 
as satellite spectral signals, meteorological parameters, and cloud 
properties, and adjusting the distribution of hourly precipitation from 
ground observations by adopting sample balance and natural logarithm 
transformation. (2) Taking different combinations of the satellite level-1 
VIS/IR data, cloud property product, meteorological conditions and 
other ancillary variables (e.g., longitude, latitude and time) as inputs, 
conducting multiple sensitivity tests to confirm their importance for 
precipitation estimations and identify which variables are more effective 
to high-precision precipitation estimation. (3) Comparing the algo
rithm’s estimation results with the GPM level-3 IMERG under different 
climatic regions and cloud types to identify consistencies and differences 
and further analyze the underlying reasons of differences between 
datasets. The results of this study are expected to provide valuable ref
erences for the development of future precipitation retrieval algorithms 
in the aspect of data processing, variable selection under different 
environmental conditions and technical improvements for specific cloud 
types. The structure of this paper is organized as follows: the data used in 
this study are introduced in Section 2. Section 3 describes the method
ology used. Section 4 shows the performance of the QPE algorithm and 
evaluates it from multiple perspectives. The conclusions are presented in 
Section 5.

2. Data

2.1. Study area and Ground-based precipitation observation

In this paper, we selected the overlapping region of the mainland 
China and the scan coverage of the Himawari-8 satellite as the study 
area, located between 80◦–136◦E and 15◦–54◦N. As shown in Fig. 1, the 
background color represents digital elevation model (DEM) data. It can 
be observed that the terrain in China is complex, with an elevation that 
gradually decreases from west to east, presenting a stepped distribution. 
In addition, the climate, monsoons and precipitation in mainland China 
shows distinct regional and seasonal characteristics because of the 
topography influence (Jin et al., 2021). In consideration of this, the 
research area was classified into four regions: arid, semi-arid, semi- 
humid, and humid regions based on aridity index (AI) (Feng and Fu, 

2013).
High-quality hourly precipitation records from more than 2400 

ground-based meteorological stations are preserved in the National 
Meteorological Information Center (NMIC) of the China Meteorological 
Administration (CMA). Strict quality controls are implemented during 
data compilation process, ensuring excellent data quality and 
completeness. The annual average rates of missing data and errors are 
low, and the accuracy is very high (Lei et al., 2022). In this study, the 
ground-based precipitation observation was introduced as training la
bels. Fig. 1 showed the distribution of these stations, which cover a 
significant portion of mainland China. The station density is notably 
high in the eastern and southern humid regions, but relatively sparse in 
the western and northern arid regions, especially in the Tibetan Plateau, 
and this distribution may bring a significant impact on the performance 
of the algorithm in different climatic regions. It is worth noting that 
owing to sensitivity limitations of the instruments, the minimum 
recorded rain rate is 0.1 mm/h, which is used as the threshold to 
differentiate between precipitation and non-precipitation pixels.

2.2. Himawari-8 Satellite Level-1 spectral data

The Himawari-8 GEO satellite was launched in 2014 and operates at 
140.7◦E above the equator. The satellite is equipped with the Advanced 
Himawari Imager (AHI), which provides full-disk scan data with tem
poral and spatial resolutions ranging from 2.5 to 10 min and 0.5 to 2 km 
at the nadir point, respectively. The AHI comprises 16 spectral channels, 
including three visible, three near-infrared, and ten infrared channels, 
with center wavelengths spanning 0.47 to 13.3 μm (Letu et al., 2020; 
Letu et al., 2023). Further details can be found on the Japan Aerospace 
Exploration Agency (JAXA) website (https://www.data.jma.go.jp/m 
scweb/en/index.html).

The Level-1 products derived from multi-spectral observations of the 
AHI provide diverse information closely associated with precipitation. 
In theory, the brightness temperature at approximately 11 μm is utilized 
to extract cloud-top temperature. Hong et al. (2004) used the 10.7 μm 
channel cloud features from satellite imagery to construct the Precipi
tation Estimation from Remotely Sensed Information using Artificial 
Neural Networks Cloud Classification System (PERSIANN-CCS), which 
is widely recognized as one of the global precipitation datasets. The 
positive brightness temperature difference between water vapor and 

Fig. 1. Rain gauges and surface elevation distribution in the study area at 10:00, on May 13, 2016. The color of dots represents the corresponding climate zones, and 
the number of rain gauges for each zone is shown in parentheses.
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infrared channels (WV-IR) can be served as an indicator of deep 
convective clouds (Schmetz et al., 1997; Thies et al., 2008a, 2008b). The 
VIS/NIR band such as approximately 0.6 μm can provide information 
about cloud optical thickness, and the 1.6–3.9 μm channel is applied to 
represent information about the cloud effective particle radius at 
different penetration depths (Platnick, 2000; Chang and Li, 2002; 
Kühnlein et al., 2010; Letu et al., 2020). These cloud optical parameters 
are utilized to identify rainfall from stratiform precipitation clouds 
commonly observed in mid-latitude regions. Thies et al. (2008a, 2008b)
utilized infrared brightness temperature differences (3.9–10.8 μm, 
3.9–7.3 μm, 8.7–10.8 μm, 10.8–12.1 μm) to delineate nighttime pre
cipitation areas. The underlying principle is that higher cloud water path 
is usually associated with precipitating clouds, and the product of op
tical thickness and particle size has a functional relationship with cloud 
water path (Minnis et al., 2011). These four brightness temperature 
differences can be used to qualitatively estimate the cloud optical 
thickness and particle size during nighttime. Among them, the 8.7–10.8 
μm and 10.8–12.1 μm brightness temperature difference can provide 
additional cloud-top particle phase information (Baum et al., 2000). In 
fact, Behrangi et al. (2009) indicated that the performance of the QPE 
algorithm significantly improves with an increasing number of input 
satellite channels. Therefore, in this study, to incorporate as much 
precipitation-related information as possible and demonstrate which 
spectral channels are more effective for precipitation retrieval, we uti
lized the full spectral data from the AHI Level-1 product, including VIS 
channels for bands 1–6, IR channels for bands 7–16, some brightness 
temperature differences, and angle parameters. In order to add cloud 
texture feature information, the cloud-top brightness temperature gra
dients (BTG) of band 13 and band 14 are also introduced into the algo
rithm, which is expressed as follows (Li et al., 2021a): 

BTG =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

[BT(i − 1, j) − BT(i + 1, j) ]2 + [BT(i, j − 1) − BT(i, j + 1) ]2
√

(1) 

where BT is the brightness temperature from band 13 and band 14; and i, 
j represent the pixel position in the satellite image. A high BTG indicates 
sharp changes in temperature over a small horizontal distance, which 
usually suggests the presence of convective systems (Bedka et al., 2010; 
Sun et al., 2019). The temporal resolution for all the mentioned data is 
10 min, and the spatial resolution is 5 km (see Table S1).

2.3. NASA SatCORPS Himawari product dataset

The NASA SatCORPS Himawari product dataset contains cloud 
property data from Himawari observations, which was provided by 
NASA Langley’s Satellite Cloud and Radiation Property Retrieval System 
(SatCORPS). Compared to the Himawari-8 official Level-2 cloud prop
erty product, this data maintains a high level of quality and comple
ments more cloud physical and radiative properties. In this study, 
several cloud parameters derived from this product were collected, 
including Liquid or Ice Water Path (LWP_IWP), Cloud Top Pressure 
(CTP), Cloud Bottom Pressure (CBP), Cloud Effective Particle Radius 
(CER), Cloud Top Temperature (CLTT), Cloud Bottom Temperature 
(CLBT), Cloud Top Height (CLTH), Cloud Bottom Height (CLBH), Cloud 
Phase (CP), and Cloud Optical Depth (COD). The detail information of 
these variables is shown in Table S1. More information is available on 
the website (https://satcorps.larc.nasa.gov).

2.4. ERA5 reanalysis dataset

The ERA5 is a state-of-the-art reanalysis dataset developed by the 
European Centre for Medium-Range Weather Forecasts (ECMWF). It 
contains a variety of meteorological background field parameters with a 
high spatial and temporal resolution (1 h and 0.25◦ × 0.25◦). Single level 
meteorological parameters such as K index, convective available po
tential energy (CAPE), total column water (TCW) and evaporation, as 
well as parameters such as temperature (T) and relative humidity (RH) 

at different pressure levels were introduced as input. Parameters like 
CAPE and K index indicate the potential for the development of 
convective systems or thunderstorms. Other parameters like T and RH 
profile complement the dynamics and thermal conditions for the cloud 
generation and development, which can further enhance the perfor
mance of QPE algorithms (Min et al., 2019). The detail information of 
these variables is outlined in Table S1.

2.5. GPM IMERG precipitation dataset

The GPM mission is a global network of satellites designed for 
detection and monitoring of precipitation and snow. Serving as the 
successor to the TRMM, the GPM constellation includes the GPM Core 
Observatory LEO satellite equipped with an advanced GPM Microwave 
Imager (GMI) and Dual-frequency Precipitation Radar (DPR), along with 
several partner satellites. The Integrated Multi-satellitE Retrievals for 
GPM algorithm (GPM IMERG) integrates multi-source information, 
including microwave precipitation analysis from active satellites, 
infrared precipitation estimation from passive satellites and gauge pre
cipitation data. As a widely applied precipitation product, GPM IMERG 
exhibits higher quality and accuracy compared to most reanalysis, sat
ellite, or merged gridded precipitation products and performs well 
across different spatiotemporal resolutions, which provides crucial 
support for scientific research on precipitation (Tang et al., 2016; Pra
kash et al., 2018; Tang et al., 2020; Nascimento et al., 2021; Moazami 
and Najafi, 2021; Peinó et al., 2022; Pradhan et al., 2022). The IMERG 
Final-Run product is adjusted using the GPCC gauge analysis and offers a 
more reliable precipitation estimation compared to Early Run and Late 
Run (Wang et al., 2017). It is also the recommended product for research 
on the official website. To evaluate the performance of the QPE algo
rithm developed in this study, we selected the IMERG Final Run version 
07 product as a comparison object, with spatial grids of 0.1◦ × 0.1◦ and a 
temporal interval of half an hour.

3. Methodology

The proposed algorithm structure for passive satellite QPE based on 
multiple machine learning models in this study is depicted in Fig. 2. The 
entire flowchart primarily consists of three segments: (a) Inputs and 
reference, including data preprocess for temporal synchronization, 
spatial matching, dataset partition, sample balance and natural loga
rithm transformation. (b) Machine learning algorithms, which includes 
model construction and parameter fine-tuning. (c) Validation and 
evaluation, which involve that the algorithm performance is demon
strated based on the independent validation dataset and compared with 
the GPM data.

3.1. Data preprocessing

Due to a relative higher frequency of warm-season precipitation 
events and the limitation on rain gauge data volume, the temporal range 
of all data used in this study spans from May to September in the years 
2016 to 2018 and from May to July in 2019. Satellite visible channel 
data and cloud optical property product (such as cloud optical depth) are 
only available when the sunlight appears, so we selected the daytime 
period from 10:00 to 16:00 (CST), during which both of them can cover 
the whole study region. To achieve fine-scale precipitation estimation, 
ERA5 data and NASA SatCORPS Himawari cloud product were resam
pled to a 5 km resolution, which is consistent with satellite spectral data. 
It should be noted that the GPM product is not resampled, but remains 
its original resolution. Resampling the GPM may introduce additional 
errors and reduce its evaluation metrics as a comparison product. 
Considering that the ground precipitation data is hourly level, the 10- 
min interval observation from Himawari-8 was averaged within each 
hour and the GPM product was also sampled at hourly intervals. After 
integrating all input variables, a nearest-neighbor method was used to 
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interpolate all grid data to station data. To implement applications with 
near real-time prediction, the matching of ground precipitation and 
input variables is delayed by one hour. (i.e., the input variables at the t-1 
moment are matched with the precipitation at the t moment).

High-quality training ground truth (station observation precipitation 
in this study) plays a crucial role in the construction of machine learning 
(ML) algorithms. A key challenge for ML-based QPE algorithms is the 
scarcity of precipitation samples, as well as the heavy-tailed and highly- 
skewed distribution of rain rate (Min et al., 2019; Wang et al., 2020). To 
mitigate this issue, we implemented three strategies. Initially, we 
balanced precipitation and non-precipitation samples. The original 
sample ratio was approximately 1:10, and we removed non- 
precipitation samples by performing down-sampling to achieve a ratio 
of approximately 1:1. Subsequently, we applied down-sampling to the 
light precipitation samples to alleviate the exponential decay trend of 
sample number from light to heavy rain rate. Sample balance enables 
the model to focus more on precipitation events and increases the 
relative weight of heavy precipitation events in the algorithm. 
Furthermore, we performed a natural logarithm transformation. This 
process offers two benefits: firstly, it narrows down the range of the 
training label values, which can remarkably lighten the influence of 
heavy-tailed distributions on the algorithm robustness. Secondly, the 
sample balance procedure inevitably alters the original distribution of 
rain rate, leading model to become excessively sensitive to larger values. 
The natural logarithm transformation helps amplify the differences 
among light rain rate values, allowing the model to perceive and learn 
subtle variations more easily within these data (Peng et al., 2022).

As a prominent model for big data, machine learning leverages the 
input of high-dimensional feature variables as a primary advantage, but 
the importance and the degree of information gain of the input variables 
on precipitation estimations is still open to debate. To elucidate the 
rationality of the input data, we conducted multiple experiments with 
different input combinations and validated the performance. All samples 
utilized for experiments were divided into training, testing, and vali
dation datasets. For the sake of assessing the model’s generalization 
capability, data from the middle five days of each month (from the 13th 

to the 17th) were extracted as an independent validation dataset, which 
is unrelated to the model training process. The remaining samples were 
randomly divided in a 4:1 ratio, with 80 % used to construct the training 
dataset and 20 % allocated for hyper-parameter tuning as the testing 
dataset. After these steps, the training, testing, and validation dataset 
collectively contain 186,735, 46,684, and 1,535,146 samples, 
respectively.

3.2. Model construction

We employed three machine learning methods, including Random 
Forest (RF), XGBoost, and LightGBM. These methods all belong to the 
category of ensemble learning based on multiple decision trees, and 
their outstanding performance has been widely validated in many 
practical applications (Min et al., 2020; Wei et al., 2021; Chen et al., 
2022a, 2022b). The core concept of RF is Bagging (bootstrap aggre
gating), which involves the following steps: Firstly, n times random 
sampling with replacement are drawn from the training dataset to form 
n sub-training datasets; Secondly, every decision tree is trained using the 
aforementioned sub-training dataset; Thirdly, the predictions of all de
cision trees are combined using a voting method to generate the final 
prediction. The strategy of randomly selecting features at each node 
introduces randomness into all the decision trees within the RF, thereby 
enhancing the model’s stability and generalization ability (Breiman, 
2001). In contrast, XGBoost and LightGBM are based on the concept of 
Gradient Boosting, which involves iteratively updating weights based on 
the residuals of the previous training round, and the weighted pre
dictions of each weak classifier are combined to obtain the final result 
(Chen and Guestrin, 2016; Ke et al., 2017). LightGBM incorporates 
optimization strategies such as leaf-wise growth, histogram-based al
gorithm, exclusive feature bundling, and memory optimization, which 
significantly improve the training speed (Wei et al., 2021).

Bias and variance are crucial factors that affect ML algorithm per
formance. When the bias is large, the large gap between the predictions 
and the references suggests that the structure of the model maybe too 
simple, and underfitting will occur. Conversely, a significant variance 

Fig. 2. Flowchart of the proposed quantitative precipitation estimation algorithm. (a) The preprocessing of input and reference data. (b) The structure of three 
machine learning models. (c) The validation and comparison between algorithm estimation and GPM IMERG.
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means that the model tends to overly adapt to the training dataset but 
fails to achieve satisfactory performance in the other datasets, indicating 
poor generalization or overfitting. In general, it is difficult to minimize 
both bias and variance simultaneously, and there is a relationship be
tween them, which is recognized as the bias-variance tradeoff (Lin et al., 
2022). Parameter tuning can help work out the aforementioned issues to 
some extent. Some important parameters, such as n_estimator, represent 
the number of decision trees. Increasing this value can reduce the bias 
and improve performance, but it may also lead to excessively high 
computational costs and overfitting. The parameter max_depth signifies 
the maximum depth of each decision tree. An overly high max_depth may 
increase model complexity and result in overfitting and prolonged 
training time. While a low max_depth can simplify the model but may 
potentially cause the consequence of underfitting. The learning_rate in 
XGBoost and LightGBM controls the contribution degree for each deci
sion tree. A small value can enhance the algorithm’s generalization 
ability, but requires an increased number of iterations during the 
training process. In the random forest, max_features denotes the number 
of features considered when splitting each node, which can effectively 
reduce the risk of overfitting. The main hyperparameter settings 
mentioned above are detailed in Table 1.

Traditional QPE algorithms usually identify precipitation pixels and 
subsequently estimate precipitation rate (Min et al., 2019; Zhu and Ma, 
2022). These two-stage models inevitably introduce the error of iden
tification into the estimation process. In order to build an algorithm that 
combines precipitation identification and estimation segments, in the 
output stage, the estimation results less than 0.1 mm/h are automati
cally classified as no precipitation by our model, which is consistent with 
the observation threshold of rain gauge.

3.3. Evaluation metrics

Six commonly used binary forecast evaluation metrics and three 
regression forecast metrics were introduced to comprehensively illus
trate the algorithm capabilities in precipitation identification and esti
mation: probability of detection (POD), false alarm ratio (FAR), 
accuracy rate (ACC), critical success index (CSI), Heidke skill score 
(HSS), equitable threat score (ETS), Pearson correlation coefficient (R), 
mean absolute error (MAE), and root mean square error (RMSE), which 
are calculated by the following formulas: 

POD =
P1

P1 + P2
(2) 

FAR =
P3

P1 + P3
(3) 

ACC =
P1 + P4

P1 + P2 + P3 + P4
(4) 

CSI =
P1

P1 + P2 + P3
(5) 

HSS =
2(P1P4 − P2P3)

(
P2

2 + P2
3 + 2P1P4 + (P2 + P3)(P1 + P4)

) (6) 

ETS =
P1 − Dr

P1 + P2 + P3 − Dr
,Dr =

(P1 + P2)(P1 + P3)

P1 + P2 + P3 + P4
(7) 

R =

∑n
i=1(Oi − O)(Pi − P)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(Oi − O)
2∑n

i=1(Pi − P)2
√ (8) 

MAE =
1
n
∑n

i=1
|Oi − Pi| (9) 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(Oi − Pi)

2

√

(10) 

where P1 is the number of samples for which both observation and 
prediction indicate precipitation; P2 is the number of samples for which 
observation indicates precipitation while prediction indicates non- 
precipitation; P3 represents the number of samples for which observa
tion indicates non-precipitation while prediction indicates precipitation; 
P4 represents the number of samples for which both observation and 
prediction indicate non-precipitation; n represents the total number of 
samples; Oi represents the ith ground observation, and Pi represents the 
ith estimation. A detailed description of these evaluation metrics can be 
found in Appendix.

3.4. Shapley Additive Explanations (SHAP) analysis

SHAP is a method for interpreting the predictions of machine 
learning models, the core idea of which is based on the theory of Shapley 
values in game theory (Peng et al., 2023). It not only allows for global 
interpretability by summarizing the impact of each feature across the 
entire dataset, but also provides detailed explanations for individual 
predictions. Additionally, SHAP is also able to provide the positive or 
negative contributions on the prediction for different features. The 
SHAP value can be calculated based on Eq. (11): 

φi =
∑

S⊆N\{i}

|S|!(|N| − |S| − 1 )!

|N|!
[f(S ∪ {i} ) − f(S) ] (11) 

where φi is the Shapley value for feature i; N is the set of all input fea
tures; S is a subset of N that does not include i; |S| is the number of 
features in S; |N| is the total number of features; f(S) represents the 
prediction of the model when only the features in subset S are consid
ered; and f(S∪{i}) represents the prediction of the model when the 
features in subset S and feature i are considered. This calculation can be 
conveniently implemented by the Shap library in Python.

4. Results and discussion

4.1. Analysis of the importance of input features on precipitation 
estimations

The preceding Section 2 indicates that all considered input data are 
closely associated with the processes of cloud and precipitation forma
tion and evolution, yet their importance and the degree of information 
gain on precipitation estimations remains unclear. To further analyze 
this issue comprehensively, tests with different combinations of inputs 
for three machine learning (ML) models were conducted based on the 
independent validation dataset, and the input schemes and evaluation 
metrics are presented in Table S2. It can be observed that ML models 
perform best when all variables are included as inputs. Although the 
ERA5 + IR experiment has the highest POD value among ML models, it 
also has a larger FAR, indicating a higher likelihood of misclassifying 
non-precipitation as precipitation. From the perspective of single type 

Table 1 
The main hyperparameter values used for machine learning models in this study.

Model Hyperparameter Value

Random Forest
n_estimators 300
max_depth 20
max_features Sqrt

LightGBM
feature_fraction 0.9
num_leaves 100
learning_rate 0.05

XGBoost
n_estimators 300
learning_rate 0.05
max_depth 10
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variables, ML models perform best with VIS data as input, followed by 
cloud property data, with a relatively poor performance for IR data, and 
the worst for ERA5 data, which indicates that the visible channels and 
cloud properties contain more gain information, and are key to accurate 
estimation of precipitation. Ablation tests in the last four rows of each 
model further confirm the above importance ranking. When four types 
of variables are eliminated in turn, the ACC, CSI, HSS, ETS and R values 
experience the most significant decline when VIS data is removed and 
the least decline for R when ERA5 data is excluded. It is worth noting 
that the decline in these metrics when cloud property data is removed is 
very close to that when IR data is removed, potentially due to the fact 
that the retrieval of some cloud parameters primarily utilizes VIS 
channels, where part of the redundant information of cloud property 
data preserved in VIS data compensates for the influence of information 
removal (Letu et al., 2019). The middle six tests in each model in 
Table S2 show a significant enhancement in these metrics when 
compared to models trained solely with a single type of variables, which 
suggests that complementary relationships between different variables, 
and all types of variables are beneficial to the improvement of algorithm 
performance. These results emphasize the necessity of incorporating 
cloud properties, VIS/IR information as inputs and the rationality of 
utilizing meteorological background field parameters as supplementary 
information in the ML QPE algorithm, despite potential negative in
fluences from solar irradiance, satellite observation angles, and data 
inversion errors. Given that the optimal results from the “ALL” test 
experiment, subsequent discussions are based on this scheme.

To represent the contribution of input variables to the algorithm, 
Table S3 provides the feature importance scores ranking for different 
variable types. The feature importance score is obtained using 
embedded calculation methods within the three ML frameworks. Basic 
input variables such as time, longitude, latitude and angle information 
are excluded from this ranking. It is evident from the ranking that the 
VIS data consistently holds high positions, almost always appearing in 
the top 20, which indicates that VIS variables have the most significant 
contribution to the algorithm. The adjacent band 07 shortwave infrared 
channel also has a relatively high ranking. The infrared brightness 
temperature difference and cloud top temperature gradient also rank 
highly, these parameters can reflect cloud top state and texture char
acteristics (Ba and Gruber, 2001; Hong et al., 2004; Zhu and Ma, 2022). 
Among the ERA5 background field variables, CAPE and K index repre
sent the development of convective energy and thunderstorm potential, 
respectively, which achieve high rankings as they are directly related to 
the dynamical processes of cloud and precipitation development (Yang 
et al., 2018; Wu et al., 2024). In cloud property variables, LWP-IWP and 
CLOT are concurrently ranked first and second across all three models, 
which indicates that they have the highest influence and substantial 
contributions to the precipitation estimation. Although other variables 
such as wind shear and macro-physical cloud characteristics receive 
lower feature importance scores, their role as auxiliary variables still 
exerts a non-negligible impact on the improvement of the algorithm. In 
summary, this ranking is generally consistent with the results of the tests 
in Table S2 to a certain extent, and effectively reflects the contributions 
of different variables to the algorithm.

4.2. Overall assessment

After determining the optimal input combination through sensitivity 
tests, we investigated the consistencies and differences in the perfor
mance of three ML models and GPM IMERG, which has been widely used 
as a comparison object in previous studies. It should be noted that all 
conclusions are based on the validation dataset. The evaluation metrics 
are comprehensively presented in Table 2, which utilize the ground 
gauge observations as a reference. When evaluating a model’s precipi
tation identification capability, a high-performing model should 
combine a low probability of misclassification with the ability to 
correctly identify a greater number of precipitation events. Fig. S1 de
picts their confusion matrix. It can be found that the LightGBM model 
has the best precipitation event identification capability among three 
models, with a relative high number of correctly identified precipitation 
events and the least misclassification samples in the confusion matrix, 
resulting in the CSI value of 0.492, HSS value of 0.623 and ETS value of 
0.452. It correctly distinguishes precipitation and non-precipitation 
events with a probability of 93 %. Although the RF model has the 
highest number of correctly identified precipitation samples, this comes 
at the expense of high false alarm (see Fig. S1(c)). Compared to the GPM 
product with the POD of 0.601 and FAR of 0.548, the LightGBM model 
combines efficient precipitation identification (POD increased by 0.23) 
and low-probability false predictions (FAR decreased by 0.095). The 
regression evaluation metrics in the last three columns of Table 2 are 
used to evaluate the performance of precipitation rate estimation. The 
results show that the LightGBM model has the R value of 0.559, MAE of 
0.214 mm/h, and RMSE of 1.186 mm/h. Although the XGBoost model 
possesses slightly higher R and lower RMSE compared to LightGBM, the 
LightGBM model significantly outperforms XGBoost in terms of training 
time because of its embedded optimization strategies. The GPM product 
shows a lower R (around 0.4) and higher MAE and RMSE compared to 
ML models. A large part of the disadvantage observed in GPM metrics 
may be attributed to its high misjudgment rate for true precipitation 
events (see Fig. S1(d)). Although the RF model has the lowest RMSE, it 
should be treated with caution due to its weakness in estimating heavy 
precipitation, which will be shown in the following part. Fig. 3 and 
Fig. S2 show the scatter density plots of the model estimations based on 
the test and validation datasets against ground observations, respec
tively. The color intervals on the logarithmic scale are used to represent 
the Gaussian kernel density of sample points. The overall distribution of 
the scatters in the independent validation dataset estimation is similar 
with that in the test dataset, but still shows significant differences. The 
gap is primarily attributed to the difference in sample distributions be
tween the two datasets. The samples in the test dataset are obtained by 
sample balance processing according to the number of precipitation and 
non-precipitation events and the number of samples within each pre
cipitation intensity interval, whereas the independent validation dataset 
retains a large number of non-precipitation and light precipitation 
samples, which preserves the heavy-tailed and highly-skewed charac
teristic of the original distribution. Additionally, the ML parameter 
tuning procedure may cause overfitting, which is another reason for the 
discrepancy between Fig. 3 and Fig. S2. In the test dataset (Fig. S2), the R 
values of three ML models all exceed 0.6, and most points below 10 mm/ 
h are concentrated around the 1:1 line, indicating that ML-based algo
rithms perform well in estimating precipitation within this intensity 

Table 2 
Summary of evaluation metrics for the optimal LightGBM (LGB), XGBoost (XGB), Random Forest (RF) and GPM-IMERG (GPM).

Model POD FAR ACC CSI HSS ETS R MAE 
(mm/h)

RMSE 
(mm/h)

LGB 0.831 0.453 0.930 0.492 0.623 0.452 0.559 0.214 1.186
XGB 0.835 0.463 0.928 0.486 0.616 0.445 0.563 0.214 1.165
RF 0.856 0.506 0.916 0.456 0.583 0.412 0.538 0.215 1.155

GPM 0.601 0.548 0.908 0.347 0.466 0.304 0.4 0.225 1.287
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range. However, there is a noticeable underestimation for precipitation 
exceeding 15 mm/h, which may be related to the fewer training samples 
of heavy precipitation (Min et al., 2019; Li et al., 2021a; Yang et al., 
2023). Additionally, when heavy rainfall occurs, the trend that precip
itation increases along with cloud water path becomes less significant, or 
even stops increasing, which can be referred to as a saturation phe
nomenon (Horváth and Davies, 2007; Lazri and Ameur, 2016). The RF 
model shows the most severe underestimation (Fig. S2(c)), which is also 
a major contributing factor to its lower R value. In the validation dataset 
(Fig. 3), a considerable number of precipitation events are missed by the 
GPM product, and the precipitation intensity of these events can even 
approach 20 mm/h (i.e., the bright line on the x-axis in Fig. 3(d)). In 
contrast, three ML models relatively alleviate this situation. Addition
ally, ML models perform better in estimating precipitation in the range 
of 0–10 mm/h compared to the GPM, and they also reduce the under
estimation of precipitation exceeding 20 mm/h. It is important to note 
that the performance of the XGBoost and LightGBM models is similar, 
but the RF model differs significantly from both of them (Fig. 3(c)). The 
maximum estimation of the RF model is only about 19 mm/h, suggesting 
that it does not have the ability to estimate heavy precipitation in this 
study. We attribute this result to the fundamental differences between 
different ML algorithm principles. Despite the training dataset has been 
treated with sample balance, the proportion of heavy precipitation 
samples is still very limited. The RF model may have difficulty learning 
information about heavy precipitation through the training method of 
randomly selecting a subset of samples. In contrast, the XGBoost and 
LightGBM models are iteratively trained based on the residuals of the 

previous layer, and the prediction weights of the next layer are updated 
by correcting the prediction errors of the previous one, which helps 
them to improve their estimation ability of heavy precipitation. 
Considering that GPM IMERG Final-Run has been adjusted at a monthly 
scale using GPCC gauge analysis, Fig. S3 supplies the performance of 
three ML methods and GPM at the monthly scale. Due to the limitations 
of the validation dataset samples, we used the average values in a month 
at each station over the study period for analysis. Overall, although the R 
value of GPM is still slightly lower than that of ML methods, its MAE and 
RMSE are relatively better, which can be attributed to its monthly scale 
adjustment.

4.3. Spatiotemporal performance analysis

To comprehensively analyze the performance of models and product 
across different regions, the spatial distributions of three evaluation 
metrics (R, RMSE, and CSI) based on gauge observations for three ML 
models and the GPM product in the independent validation dataset are 
shown in Fig. 4. It is evident that in the densely observed southeastern 
region with a humid climate, almost all sites achieve an R value 
exceeding 0.6 (Figs. 4(a), (b) and (d)). Among these, the XGBoost and 
LightGBM models perform slightly better than RF. Although the GPM 
product also has achieved good performance in the humid region, it still 
performs worse than ML models. As the location of stations extends 
towards the northwest, the density of the stations becomes sparser, and 
both the performance of ML models and the GPM product become 
worse. In the northwest arid region, ML models exhibit the poorest 

Fig. 3. Comparison of precipitation estimation results based on the validation dataset against rain gauges for (a) LightGBM, (b) XGBoost, (c) Random Forest and (d) 
GPM-IMERG.
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performance, with many sites showing correlation coefficients below 
0.2. This poor performance is attributed to the sparse station density and 
the limited quantity of precipitation samples in the training dataset, 
making it challenging for ML models to learn the relationship between 
ground precipitation and input features in this region. Additionally, You 
and Liu (2012) noted that the correlation between total water path and 
surface rain rate is lower in the arid region, which may have a greater 
impact on the performance of ML models that are most sensitive to cloud 
water path. Similarly, the GPM observation is also poorest in the 
northwest region, possibly due to its limitation in detecting light pre
cipitation events, which occur frequently in arid areas (Li et al., 2021a). 
The spatial distribution pattern of CSI is similar with that of R, which is 
higher in the southeast and lower in the northwest (Figs. 4 (i)-(l)). In 
terms of RMSE in Figs. 4(e)-(h), both ML models and the GPM product 
exhibit a decreasing trend from the southeast to the northwest, which is 
related to the precipitation regional climatology (Shen and Xiong, 
2015). Additionally, a significance test (p < 0.01) is conducted for the R 
of all stations (not shown). The results show that over 98 % of the sta
tions in ML models pass the significance test, compared to less than 92 % 
of stations in GPM, which demonstrates that the precipitation estima
tions from ML models have a statistically stronger correlation with 
ground observations. Fig. 5 summarizes the overall metrics of all sta
tions in different climatic regions, where a larger value of the arid index 
(AI) represents a wetter region, and a smaller value represents a drier 
region. In general, the CSI increases with AI, and the LightGBM model 
has the highest CSI in each region, indicating the most accurate pre
cipitation identification in these datasets (Fig. 5(c)). In terms of pre
cipitation estimation, the XGBoost model has R and RMSE that are quite 
similar with those of LightGBM (Fig. 5(a) and (b)), but its computational 
efficiency is significantly lower. Although RF’s evaluation metrics are 
also pretty good, it significantly underestimates heavy precipitation 
events, as mentioned in Section 4.2. The R value of the LightGBM model 
is improved by 0.12, 0.21, 0.22 and 0.15, and the RMSE (unit: mm/h) is 
reduced by 0.01, 0.05, 0.13 and 0.11 compared to the GPM product in 
the arid, semi-arid, semi-humid, and humid regions, respectively. The 
significant improvement of the LightGBM model in the semi-arid and 
semi-humid regions may be attributed to its excellent performance in 
estimating moderate rain rate.

To further verify the accuracy of the GPM product and ML models, 
we selected the precipitation events occurred at September 16, 2018, 

Fig. 4. Spatial distribution of evaluation metrics against ground rain gauges in the validation dataset.

Fig. 5. Summary of (a) R, (b) RMSE and (c) CSI in different climatic regions for 
LightGBM, XGBoost, Random Forest and GPM-IMERG.
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13:00 as a case study. This specific precipitation case impacted multiple 
provinces,including both moderate precipitation samples extending 
from central to eastern China and heavy precipitation samples induced 
by a typhoon in the southeastern region, as observed in Fig. 6. At first 
glance, both ML models and the GPM observation provide accurate 
boundary of the general precipitation distribution. The rainfall areas of 
three ML models are quite similar, but difference still exists in some 
regions. In terms of precipitation identification, ML models align more 
closely with ground observation, especially in accurately depicting the 
general outlines of the two concentrated precipitation areas. However, 
some subtle precipitation areas are missed by either ML models or GPM 
product, such as the northwestern part of Hubei Province (red region in 
Fig. 6(a)) and the central part of Shaanxi Province (blue region). ML 
models also misidentify some areas without precipitation, such as the 
central and southern parts of Jiangxi Province (grey region), Hainan 
Province (magenta region), and the western part of Yunnan Province 
(black region). As for rain rate estimation, the RF and XGBoost models 
notably underestimate rain rate exceeding 10 mm/h, whereas LightGBM 
outperforms them. All three ML models overestimate the rain rate in the 
coastal areas along the border of Zhejiang (cyan region) and Fujian (pink 
region). For the GPM product, there is a slight overestimation of mod
erate precipitation in the central of China. In the southeastern region, it 
exhibits some slight misjudgments regarding the intense precipitation 
center associated with convective system. In the western and northern 
regions of the Qinghai-Tibet Plateau, noticeable difference exists be
tween ML models and the GPM product. However, their performance in 
this area can not be determined due to the lack of ground observation as 
a reference. To investigate whether the Qinghai-Tibet Plateau (TP) have 
experienced actual precipitation during this event, we introduced 
several satellite, reanalysis, and merged gridded precipitation products, 
including MSWEP-V2, CMORPH-CDR, TPHiPr and ERA5-Land (Xie 
et al., 2017; Beck et al., 2019; Muñoz-Sabater et al., 2021; Jiang et al., 
2023). These precipitation products exhibit outstanding performance, 
especially TPHiPr, which is specifically designed for application in the 
TP region. Fig. S4 presents the cloud water path (CWP) distribution and 
precipitation estimations from the above products. It can be seen from 
Fig. S4 (b) that there is an obviously high-value of CWP over the TP. 
Given that CWP (lwp_iwp) consistently ranks as the most influential 
predictor in ML models (Table S3), ML models are more likely to predict 
precipitation over the TP in this event. Similarly, the other precipitation 
products also exhibit a discontinuous precipitation distribution over the 

TP region, which indirectly confirms the credibility of ML models for 
this precipitation estimation. The consistency of high CWP values with 
precipitation distribution further supports its critical role in this event, 
reinforcing the importance of cloud microphysical properties in pre
cipitation estimation. To further assess the performance of our algorithm 
outside the training region, Fig. S5 includes a true-color satellite image 
of East Asia for this particular case and the estimation results. It can be 
observed that, although ML models were trained using ground obser
vations from the China mainland, it still shows good consistency with 
GPM in terms of precipitation areas over the ocean. The precipitation 
areas in both the ML models and GPM correspond well to the distinct 
texture and bright cloud regions in the true-color satellite image. In 
terms of precipitation estimation, LightGBM shows a significant over
estimation in areas surrounding some heavy precipitation centers 
compared to GPM, likely due to differences in meteorological conditions 
and cloud properties between land and ocean. In the future, it can be 
considered to continue the idea of this study by combining the transfer 
learning method to identify effective variables for quantitative precipi
tation estimation over the ocean, which is expected to further improve 
the performance of both ML algorithms and GPM in oceanic regions.

According to the aforementioned results, we find that the capabilities 
of precipitation retrieval for the XGBoost and LightGBM models are 
quite similar, but the LightGBM model has a much shorter training time. 
Therefore, we have determined LightGBM as the optimal model, and 
subsequent discussions will primarily focus on its results.

To obtain precipitation sensitivity factors for different climatic re
gions, the Shapley Additive Explanations (SHAP) approach is intro
duced. Fig. 7 shows the SHAP summary plot of LightGBM estimations in 
the humid and arid regions. The y-axis represents the importance of each 
feature in the estimation based on their Shapley values, and the top 
feature has the highest importance. The x-axis represents the SHAP 
values. Larger SHAP values indicate a greater impact on the estimation 
results. Positive SHAP values mean the feature increases the estimation 
values of precipitation, while negative values mean the feature de
creases the estimation values of precipitation. The color indicates the 
value of the feature itself. Typically, a red dot means the feature value is 
high for that instance, and a blue dot means the feature value is low. 
Generally speaking, the SHAP analysis in Fig. 7 is largely consistent with 
feature importance in Table S3, with the spectral signals characterizing 
cloud properties and some meteorological variables (e.g. CAPE and K 
index) ranking high. For example, the cloud water path has the highest 

Fig. 6. Spatial distribution of precipitation for a case at 13:00 CST on 16 September 2018. (a) Affected provinces according to station observation. (b)–(f) Pre
cipitation estimates from XGBoost, LightGBM, Random Forest, GPM-IMERG, and ground stations, respectively.
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Fig. 7. The SHAP analysis of the LightGBM estimation for (a) Humid region, (b) Arid region. The position from top to bottom represents the ranking of feature 
importance. The color of the scatter represents the magnitude of feature values. A positive (negative) SHAP indicates positive (negative) contribution to the pre
diction. Only the top 20 variables ranked by SHAP feature importance are shown.

Fig. 8. Probability density function (PDF) curves of station evaluation metrics for LightGBM (a), (b), (c) and GPM (d), (e), (f). The color of the curves represents the 
average precipitation for the corresponding period.
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importance for the LightGBM model, and its higher values are associated 
with higher precipitation estimation. However, there are still some 
differences between them, mainly due to differences in calculation 
method and information extraction. It is apparent from Fig. 7 and Fig. S6 
that the relative humidity at different pressure levels (rh850, rh700 and 
rh1000) has greater importance as the environment becomes drier, 
probably because the evaporation of raindrops during falling process 
brings a higher influence for the model estimations (Salamalikis et al., 
2016; Chen et al., 2020). In summary, the difference in the SHAP feature 
importance proves that the sensitivity factors for precipitation estima
tion are different across humid and arid regions, which will provide a 
valuable reference for the construction of regional QPE algorithms in the 
future.

In order to verify the temporal performance of our algorithm, Fig. 8
further depicts the probability density function (PDF) curves of evalu
ation metrics for cumulative hourly average precipitation from the 
LightGBM model and GPM product at all stations. Different curve colors 
represent the length of cumulative time. Generally, as the cumulative 
time increases, the PDF curve shape of all three metrics exhibits a 
transition from flat and wide to steep and narrow (see Figs. 8 (a)-(f)), 
which indicates that the metric values at all stations become more 
concentrated. Furthermore, the evaluation metrics corresponding to the 
peak probability density are also getting better. On one hand, this may 
be because both the LightGBM model and GPM product are capable of 
capturing the temporal pattern of rain rate. On the other hand, the 
estimation of single-hour rain rate is a highly nonlinear and complex 
problem with strong randomness and variability. After temporal aver
aging, some local noises are attenuated, so a better estimation can be 
obtained. However, when the cumulative time exceeds four hours 
(10:00–14:00), the peak of density and corresponding R for the 
LightGBM model slightly decline (see Fig. 8(a)), which is likely related 
to its poor performance in estimating convective precipitation that 
frequently occurs in the afternoon (Yu et al., 2014; Zheng et al., 2019). 
Additionally, the satellite VIS data is inevitably affected by solar zenith 
angle (SOZ). In the morning, the central and eastern regions generally 
experience relatively minor effect with a lower SOZ, while the western 
regions are significantly impacted. The situation is reversed in the af
ternoon. However, the density of ground observation stations in the 
eastern regions is significantly higher than that in the western regions, 
implying that the number of stations affected by SOZ increases gradually 
during the study period. Therefore, the utilization of VIS data as the 
training dataset for the LightGBM model with a high feature importance 
score is another reason for its slightly degradation of estimations. As for 
the GPM product, the peak of density gradually increases, but the cor
responding R shows a significant decrease (see Fig. 8(d)). On one hand, 
the GPM product is mainly capable of capturing the diurnal cycle of 
convective precipitation, so the overall R values for all stations are 
increasing (Dai, 2024). On the other hand, as time accumulates, more 
samples with relatively poor estimations are introduced for averaging, 
which may lead to a decrease in the R values of stations with better 
estimations in the first few hours. The PDF curve shapes of RMSE and CSI 
for GPM and LightGBM are similar, but the LightGBM estimations tend 
to concentrate around a superior CSI value (Figs. 8(c) and (f)).

Tian et al. (2009) noted that a thorough investigation of the sources 
of errors in precipitation products will help identify key aspects for al
gorithm improvement and enhance their application for users. There
fore, the total absolute error of estimated rain rate (Et) is decomposed 
into hit error Eh, false error Ef, and missed error Em: 

Et =
∑

|Pobs − Pest| (12) 

Eh =
∑⃒

⃒Ph
obs − Ph

est

⃒
⃒ (13) 

Ef =
∑⃒

⃒
⃒Pf

obs − Pf
est

⃒
⃒
⃒

(
Pf

obs = 0
)

(14) 

Em =
∑⃒

⃒Pm
obs − Pm

est

⃒
⃒
(
Pm

est = 0
)

(15) 

Et = Eh + Ef + Em (16) 

where Et, Eh, Ef and Em denote total, hit, false and missed error (unit: 
mm), respectively; Pobs represents rain rate from gauge observations; Pest 
represents rain rate from algorithm or product estimations; h, f and m 
denote hit, false and missed events, respectively. Table 3 lists the mean 
absolute hit error, false error and missed error (MAEh, MAEf and MAEm) 
for the LightGBM model and GPM product, which is computed by 
dividing Eh, Ef and Em by the number of hit, false and missed events, 
respectively. The percentages of these error components relative to Et 
(eh, em and ef) are also provided in parentheses. It can be clearly seen 
that the LightGBM model has lower MAEh, MAEm and MAEf compared to 
the GPM product, suggesting that it has advantages in both precipitation 
identification and estimation. Notably, the LightGBM model rarely 
misses precipitation events, with a MAEm of only 0.443 mm (em accounts 
only for 3 %), as shown in Table 3. The MAEh and eh are the highest in 
both LightGBM and GPM, indicating that they still need improvement in 
the aspect of accurate rain rate retrieval. In order to further compare the 
error components of the LightGBM model and GPM product at different 
moments, Fig. 9 shows their temporal variation of MAEh, MAEf and 
MAEm. Before 12:00, MAEh, MAEf and MAEm of the LightGBM model are 
relatively small, indicating that it performs well in retrieving stratiform 
precipitation, which frequently occurs during this period. In the after
noon, convective precipitation becomes dominant, and both LightGBM 
and GPM have high values for three error components, which indicates 
that their estimations for convective precipitation still need to be 
improved. It is worth noting that the MAEf of the GPM product is 
reduced in the retrieval of frequently occurred convective precipitation 
compared to LightGBM after 14:00 (Fig. 9(b)), which may be related to 
its capability to penetrate cloud and resolve some information about 
cloud vertical structure.

4.4. Analysis by Cloud Type

In the real atmosphere, different types of clouds are dominated by 
different physical processes, and has dramatically distinct precipitation 
characteristics (Yan and Liu, 2019; Afzali Gorooh et al., 2020). Here, we 
adopted the research method similar to that used by Zhao et al. (2022), 
which classifying cloud precipitation samples to different cloud types 
based on the joint distribution of cloud top pressure and optical thick
ness, as shown in Fig. 10. In general, with the decrease of cloud top 
pressure and the increase of cloud optical thickness, the rain rate should 
significantly increase. This is because the deeper and more vigorous the 
cloud develops, the easier it is to generate heavy precipitation. It can be 
seen from Figs. 10 (c) and (f) that a large proportion of the samples of 
thin clouds (cloud optical thickness is very small) or cirrus clouds (cloud 
top pressure is very low) have CSI values that are not equal to 0, which 
means that they also correspond to the occurrence of surface precipi
tation. We think that this may be because the tops of deep convective 
clouds are often covered with ice phase anvil clouds, and raindrops may 
experience displacement during descent within the convective system 

Table 3 
The mean absolute hit error, false error and missed error (MAEh, MAEf and 
MAEm) for LightGBM and GPM-IMERG in the independent validation dataset. 
The percentages of hit error, missed error and false error to total absolute error 
(eh, em, ef and et) are shown in parentheses.

Name MAEh (eh =

Eh/Et)
MAEm (em =

Em/Et)
MAEf (ef =

Ef/Et)
MAEt (et =

Et/Et)

LightGBM 2.199 (70 %) 0.443 (3 %) 1.023 (27 %) 0.214 (100 
%)

GPM 2.463 (54 %) 1.146 (17 %) 1.112 (29 %) 0.225 (100 
%)
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due to strong horizontal wind shear, resulting in a mismatch between 
the actual surface observations and the anvil clouds above (Dai et al., 
2013). In Figs. 10(a) and (d), it is evident that the R values of the 
LightGBM model is slightly higher than that of GPM, particularly for 
samples with high cloud optical thickness but not very low cloud top 
pressure. The cloud in these samples is usually underdeveloped and 
produces moderate precipitation rate that can be well estimated by 
LightGBM. When the cloud top pressure drops below 310 hPa, the R 
values of LightGBM start to decrease (Fig. 10(a)). This may be because 
the cloud is fully developed at this point, and the passive satellite 
spectral signals cannot penetrate such clouds and may suffer from signal 
saturation issues, therefore leading to poor estimation (Ba and Gruber, 
2001; Lazri and Ameur, 2016). In contrast, due to the strong penetration 
ability of microwave observation signals to resolve information about 
cloud vertical structure, the GPM product shows relatively consistent 
performance in estimating rain rate from fully developed cloud 
compared to less developed cloud (Fig. 10(d)). In terms of RMSE and CSI 
(Figs. 10 (b), (e), (c) and (f)), the differences from the LightGBM model 

and GPM product are quite small for typical samples with larger cloud 
optical thickness and lower cloud top pressure. However, for some less 
developed thin or cirrus cloud samples (low cloud optical depth or high 
cloud top pressure), these two evaluation metrics from the GPM product 
are slightly worse than those from LightGBM. On one hand, the GPM has 
a limited ability to detect these fine and light precipitation events (Li 
et al., 2021a, 2021b). On the other hand, the coarser spatial resolution of 
GPM makes it easier to misjudge non-precipitation pixels around the 
precipitation center as precipitation pixels. These may also be major 
causes of its high FAR value. The cloud type analysis is also applied to 
the case in Fig. 6 and the result is similar.

5. Conclusions

The retrieval of high-precision precipitation dataset is essential for 
physical process analysis of precipitation event, meteorological forecast 
model improvement and disaster warning deployment. Due to the 
complex and diverse physical processes involved in precipitation, it 

Fig. 9. Variation of mean absolute error components from 10:00 to 16:00 for LightGBM and GPM-IMERG. (a) Mean absolute hit error (MAEh), (b) Mean absolute 
false error (MAEf), and (c) Mean absolute missed error (MAEm).

Fig. 10. Evaluation metrics R, RMSE and CSI joint histogram of cloud top pressure (PC) and cloud optical thickness (τ) for LightGBM and GPM-IMERG based on the 
independent validation dataset. It should be noted that the color of the numbers has no special meaning.
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remains unclear which variables are effective for satellite-based quan
titative precipitation estimation. Traditional retrieval methods often 
struggle to construct non-linear relationship between predictor variables 
and rain rate, and some important cloud parameters, meteorological 
field information are often overlooked. In this study, we used machine 
learning methods to enhance precipitation retrieval accuracy by incor
porating more effective information. We further conducted an in-depth 
analysis focusing on four aspects: the importance of input variables on 
precipitation estimations, spatial and temporal evaluation and regional 
sensitivity factor, comparison with other dataset, and algorithm per
formance for different cloud types. The main conclusions are summa
rized as follows: 

(1) We discussed the importance and the degree of information gain 
of input variables in machine learning models through multiple 
sensitivity tests. The results indicate that each variable used in 
this study is beneficial to the algorithm estimations. The overall 
ranking of the variables in terms of their feature importance score 
is as follows: satellite VIS channel, cloud property, satellite IR 
channel, and meteorological background field. Cloud water path 
from cloud property product ranks the highest. The information 
provided by some IR brightness channels and meteorological 
variables (e.g., temperature at different pressure levels) is rela
tively limited.

(2) To mitigate the effect of highly-skewed and heavy-tailed distri
butions of hourly precipitation on machine learning predictions, 
some preprocessing techniques, such as sample balancing, and 
logarithmic processing were adopted. In this study, we used three 
machine learning models including Random Forest, XGBoost and 
LightGBM. The results show that when considering both precip
itation estimation performance and computational runtime, the 
LightGBM is the best model, which can effectively capture tem
poral variation features and accurately reflect spatial distribu
tions. For all regions, cloud parameters (e.g., cloud water path) 
are the most effective factors for precipitation estimation. How
ever, when the environment becomes drier, information of rela
tive humidity at different pressure levels becomes increasingly 
important.

(3) The rain rate derived from GPM IMERG Final-Run v07 was 
compared with Machine Learning estimations. Overall, the 
quantitative precipitation estimation from the LightGBM model is 
comparable to GPM product, and even outperforms GPM in some 
cases. This further validates the effectiveness of our variable se
lection. The LightGBM model significantly improves the condi
tions where precipitation is actually present but not identified by 
GPM. The results of the error decomposition show that both 
LightGBM and GPM need to improve their performance in the 
aspect of accurate rain rate retrieval, especially for convective 
precipitation.

(4) The capability of the LightGBM model to capture precipitation 
characteristics for different types of clouds was further investi
gated. It is apparent that both LightGBM and GPM exhibit pre
cipitation estimation performance that is highly dependent on 
cloud types. The LightGBM model has the best estimation for 
samples with high cloud optical thickness but not very low cloud 
top pressure, due to its better capability in the retrieval of mod
erate rain rate. For samples with fully developed clouds, the 
LightGBM model shows a relatively poor performance, which 
may be attributed to the fact that the passive satellite spectral 
signals cannot penetrate deep convective cloud and may suffer 
from signal saturation issues in this situation.

Previous studies have focused on using only the IR channel consid
ering the all-weather applicability of the retrieval algorithm. However, 
our results show that the VIS channel is valuable for the improvement of 
precipitation estimation accuracy, which may be related to the fact that 

the VIS channel contains some key information about cloud character
istics, such as cloud water. Although the machine learning method we 
used has achieved better performance compared to GPM, this may be 
due to our incorporation of more variables. Additionally, the algorithm 
was trained using ground observations as true values, which may un
fairly highlight the advantages of the machine learning algorithm due to 
GPM does not use training to acquire the characteristics of ground ob
servations. Therefore, combining the effective variables into GPM’s 
retrieval or merging algorithms, and utilizing machine learning methods 
to establish nonlinear relationships between GPM and ground observa
tions, may further enhance its performance. Furthermore, GPM is a 
global precipitation product with broad application scenarios, but the 
performance of the present ML algorithm outside of mainland China still 
requires further validation. In the future, continuing the approach of this 
study and incorporating transfer learning methods to identify effective 
variables for quantitative precipitation estimation across different re
gions globally, as well as enhancing the performance of ML algorithms, 
will be our advantage. In this study, we want to emphasize that the goal 
of this study is not to develop an innovative satellite-based quantitative 
precipitation estimation algorithm but to focus on identifying which 
variables are most effective in improving the accuracy of satellite pre
cipitation retrievals. This research aims to provide valuable insights for 
the selection of variables in the fusion and retrieval processes of 
advanced precipitation products like GPM in future updates. Addition
ally, it seeks to offer recommendations for improving climate models, 
satellite precipitation retrievals, and precipitation forecasting across 
different scenarios, such as varying cloud types and meteorological 
conditions.

In summary, this study still has some uncertainties and significant 
room for improvement. Firstly, existing ground-based precipitation ob
servations are very limited in this study, especially in the northwestern 
regions of the China mainland, posing significant challenges for the 
application of machine learning in these areas. Secondly, as the key 
information for satellite precipitation retrieval, the quality of cloud 
property products also introduces great uncertainty in quantitative 
precipitation estimation, whereas more accurate and long-time series 
cloud property products can provide stronger data support for algorithm 
construction and effective variables verification (Li et al., 2013a; Wang 
et al., 2022a; Zhuge et al., 2024). Thirdly, the VIS/IR sensors of passive 
satellites are only limited to the observation of cloud tops, but cloud has 
a three-dimensional structural feature (Li et al., 2018b; Li et al., 2019; 
Teng et al., 2020; Zhao et al., 2023; Zhao et al., 2024b). The presence of 
multi-layer clouds significantly affects the retrieval accuracy of cloud 
properties from passive satellite observations, and the vertical structure 
information within cloud usually implies the complex physical processes 
of cloud and raindrop particles, which are closely related to the occur
rence and evolution of precipitation (Luo et al., 2014; Li et al., 2018a; 
Kikuchi and Suzuki, 2019; Teng et al., 2023). Therefore, attempting to 
integrate the advantages of both passive and active satellites, utilizing 
machine learning or deep learning methods, taking the passive satellite 
VIS/IR channels as inputs, and the cloud vertical structure detected by 
active satellite as ground truth, developing a cloud vertical structure 
retrieval algorithm, and obtaining cloud vertical structure information 
and further verify its importance could be an excellent enhancement 
strategy. Furthermore, hazardous storm events are typically character
ized by rapid evolution, heavy precipitation intensity and short dura
tion, so it is of practical significance to reduce the time interval of 
satellite observations and improve the temporal resolution of precipi
tation products. Finally, machine learning methods integrated with 
physical constraints can help us better understand the complex physical 
mechanisms of precipitation, which may be one of the hot issues for 
future research.
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Appendix A. The meaning of the evaluation metrics

Among all the classification evaluation metrics, probability of 
detection (POD) represents the proportion of actual precipitation events 
that are correctly identified and false alarm ratio (FAR) indicates the 
fraction of identified precipitation events that did not actually occur. 
Critical success index (CSI) can be understood as a metric that 
comprehensively considers both POD and FAR. Accuracy rate (ACC) 
represents the probability of a sample is correctly classified. Heidke skill 
score (HSS) and equitable threat score (ETS) both indicate the degree of 
improvement of the algorithm compared to random predictions. Except 
for FAR, the optimal values for all the above-mentioned metrics are 1, 
and the optimal value for FAR is 0. Regression evaluation metrics 
Pearson correlation coefficient (R), mean absolute error (MAE), and root 
mean square error (RMSE) indicate the consistency between the algo
rithm estimations and the observations, where a higher R value is better, 
and lower values for MAE and RMSE are preferred.

Appendix B. Supplementary data

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.atmosres.2025.108112.

Data availability

The Himawari-8 level-1 product is publicly available through the 
JAXA P-Tree System at https://www.eorc.jaxa.jp/ptree/. The ground 
rain gauge data are available from the website of the China Meteoro
logical Administration: http://data.cma.cn. The GPM IMERG Final-Run 
V07 used in this study is available from the following websites: 
https://gpm.nasa.gov/data/directory. The ERA5 hourly data on single 
levels and pressure levels are available from Climate Data Store (CDS) of 
https://cds.climate.copernicus.eu/cdsapp#!/search?text=ERA5. The 
Satellite Cloud and Radiation Property retrieval System (SatCORPS) 
Clouds and the Earth’s Radiant Energy System (CERES) Geostationary 
Satellite (GEO) Edition 4 Himawari-8 over the Northern Hemisphere 
(NH) Version 1.2 data product is available from the following website: 
https://asdc.larc.nasa. 
gov/data/CERES/GEO/Edition4/HIM08_NH_V01.2/.
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