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Retrievals of particulate optical depths and extinction coefficients from the cloud-aerosol lidar with orthogonal
polarization (CALIOP) instrument deployed on the CALIPSO satellite mainly rely on a single global mean
extinction-to-backscatter ratio, also known as the lidar ratio. However, the lidar ratio depends on the microphys-
ical properties of particulates. An alternative approach is adopted to infer single-layer semi-transparent cirrus
optical depths (CODs) over the open ocean that does not rely on an assumed lidar ratio. Instead, the COD
is inferred directly from backscatter measurements obtained from the CALIOP lidar in conjunction with collo-
cated sea surface wind speed data obtained from AMSR-E. This method is based on a Gram–Charlier ocean
surface reflectance model relating wind-driven wave slope variances to sea surface wind speeds. To properly apply
this method, the impact of multiple scattering between the sea surface and ice clouds should be taken into ac-
count. We take advantage of the 532 nm cross-polarization feature of CALIOP and introduce an empirical
method based on the depolarization change at the sea surface to correct for potential bias in sea surface backscatter
caused by whitecaps, bubbles, foam, and multiple scattering. After the correction, the COD can be derived for
individual CALIOP retrievals in a single cloud layer over the ocean with this method. The global mean COD was
found to be roughly 14% higher than the current values determined by the Version 4 CALIOP extinction retrieval
algorithm. This study is relevant to future improvements of CALIOP operational products and is expected to lead
to more accurate COD retrievals. © 2018 Optical Society of America

https://doi.org/10.1364/AO.57.007472

1. INTRODUCTION

Ice clouds (such as cirrus and contrails) are crucially important
to radiative processes and the heat balance of Earth. They not
only contribute to the distribution of absorbed solar radiation,
but also control the energy emitted to space by Earth’s system
by modulating the thermal emission. Previous studies have
shown that ice clouds affect the longwave radiation budget near
the tropical tropopause [1,2], and the net global radiation is
especially sensitive to the optical depth of high clouds, which
consist mostly of ice crystals. Ice clouds have also been sug-
gested to have a warming effect on the atmosphere [3,4].
All these radiative effects of ice clouds depend on their vertical
structure and optical properties. The launch of CALIPSO pro-
vided vertical profiles of the atmosphere, measured by the active
Cloud Aerosol Lidar with Orthogonal Polarization (CALIOP)
instrument onboard CALIPSO [5]. These measurements re-
present a significant step toward a better understanding of
ice cloud vertical structure, and this information can be used

to improve estimation of cirrus temperature from satellite
measurements and thereby enhance radiative transfer model
predictions. However, accurate derivation of optical properties
of semi-transparent ice clouds at visible wavelengths is still a
significant challenge.

Ice cloud optical properties, such as extinction coefficient
and optical depth, can be derived from either passive or active
measurements. Passive sensors, such as the moderate resolution
imaging spectroradiometer (MODIS) onboard the Aqua and
Terra satellites, retrieve height-integrated cloud optical proper-
ties using shortwave and infrared radiances [6]. However, the
non-sphericity of ice crystals, cloud multilayer structure, and
the tendency for passive retrievals to be dominated by local ra-
diation properties near the cloud top, make the retrieval of
COD particularly challenging. The accuracy of the retrieval de-
pends on the diversity of crystal sizes and shapes, and is very
sensitive to ice crystal micro-physical assumptions [7]. Several
investigators have shown that about 10% of clouds are missed
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by MODIS observations, and more than 20/10% of single-
layer/multilayer cloud optical depths are underestimated by
MODIS as compared with other active satellite measurements
[8–10]. On the other hand, some active sensors, such as radars,
underestimate particle size and are not very sensitive to small
particles, implying that they may miss some semi-transparent
ice clouds [11]. Other active sensors, such as elastic lidars,
whether they are ground based or spaceborne [12–15],
have difficulties, because lidar retrievals rely on an assumed
extinction-to-backscatter ratio (also called the lidar ratio) and
correction for multiple scattering to derive the optical depth
from attenuated backscatter profiles.

To reduce the errors in lidar retrievals, attempts were made
to benefit from the synergy provided by coincident observa-
tions from two different instruments [16–18]. For example,
cirrus return signals may be used to calibrate lidar measure-
ments [19], and accurate aerosol and cloud optical properties
may be determined by use of collocated CloudSat cloud profil-
ing radar (CPR) and CALIPSO lidar measurements [20,21].
Reagan and Zielinskie [22] developed a new algorithm to im-
prove spaceborne lidar observations using lidar return signals
from ground/sea reflections. Aerosol optical depths can be re-
trieved using this method from CALIPSO lidar ocean surface
returns and an appropriate ocean surface reflectance model
based on ocean surface wind speed [23,24].

To better understand the optical properties and global
distribution of ice clouds without the lidar ratio assumption
employed in conventional lidar retrievals, we have adopted
an alternative way of deriving cirrus optical depth (COD) as
well as cirrus lidar ratios. This approach takes advantage of syn-
ergistic A-train constellation CALIPSO and AQUA observa-
tions, with a temporal separation of 60–75 s and a perfect
spatial collocation at the ocean surface. Based on the ocean
surface backscatter signal from CALIOP and the ocean surface
wind speed inferred from the AMSR-E instrument onboard
AQUA, we optimize the approach of deriving accurate
COD values as well as more reliable lidar ratios. Further-
more, we have attempted to effectively remove the multiply
scattered signals at the sea surface using CALIOP cross-
polarization measurements. To avoid any multilayer ice clouds
in this study, we focus only on single-layer ice clouds with min-
imal aerosol loadings in the air. Hence, all multiple-layer cloud
cases have been screened out using CALIOP Version 4 (V4) level-
2 cloud layer data, and profiles with significant aerosol loadings
are screened out by inspection of V4 level-2 aerosol layer data.

2. ANALYSIS AND METHODOLOGY

A. CALIOP Attenuated Backscatter Measurements
For an elastic backscatter lidar system such as CALIOP, the
lidar equation [25,26] gives a relation between the received
signal and the atmospheric backscatter, and the solution of
the lidar equation can be used to retrieve profiles of particulate
backscatter and extinction as follows:

β 0�r� � β�r�T 2�r� ≈ P�r�r2
CE

, (1)

where β 0�r� (m−1 sr−1) is the original attenuated backscatter co-
efficient, which is the main product of elastic lidar. P�r� is the

lidar signal received from a scattering volume at range r. The
calibration factor C includes the amplifier gain, the transmit-
ter–receiver overlap function, and losses in the transmitting and
receiving optics. E is average laser output power. The volume
backscatter coefficient β�r� at range r, can typically be split into
two terms: β�r� � βM �r� � βP�r�, with contributions from
molecules (subscript M ) and particulates (subscript P, includ-
ing aerosols, water droplets, and ice particles). The two-way
atmospheric transmittance T 2�r� between the lidar and the
scattering volume can be written as the product
T 2

O3
�r� · T 2

M �r� · T 2
P�r�. The three parts of this product are:

1. the two-way transmittance due to absorption by ozone:

T 2
O3
�r� � exp

�
−2

Z
r

0

αO3
�r 0�dr 0
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where αO3
�r 0� and τO3

are the ozone absorption coefficient and
optical depth;

2. the two-way transmittance due to molecular scattering:
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�

� exp

�
−2SM

Z
r

0

βM �r 0�dr 0
�
� exp�−2τM �,

where σM �r 0�, SM , and τM are the molecular scattering coef-
ficient, the molecular extinction-to-backscatter ratio (the lidar
ratio), and the molecular scattering optical depth, respectively;

3. the two-way transmittance due to attenuation by
particulate matter:

T 2
P�r� � exp

�
−2η

Z
r

0

σP�r 0�dr 0
�

� exp

�
−2ηPSP

Z
r

0

βP�r 0�dr 0
�
� exp�−2ηPτP �, (2)

where ηP , σP�r 0�, SP , and τP are the multiple-scattering factor,
extinction coefficient, lidar ratio, and optical depth of partic-
ulates, respectively.

The attenuated backscatter coefficients β 0�r� are relatively
easy to obtain from the raw lidar signal after calibration. For
CALIOP, the nighttime signal at 532 nm in Version 3 (V3)
data was calibrated by normalizing the observed signal to
the predicted molecular signal obtained from the Global
Modeling and Assimilation Office (GMAO) in the region be-
tween 30 and 34 km [27]. Recently, the accuracy of the 532 nm
nighttime calibration in V4 data has been significantly im-
proved by raising the calibration altitude from 30–34 km to
a higher range of 36–39 km to ensure inclusion of the small
yet significant contribution due to stratospheric aerosols.
This procedure brings 2%–3% improvement of the calibration
coefficients in V4 [28]. Both the 532 nm daytime calibration
and the 1064 nm calibration benefit from the improved
532 nm nighttime calibration [29]. The daytime 532 nm cal-
ibration is obtained by interpolating the calibration constant
between adjacent nighttime data. The 1064 nm calibration
constant is determined by comparing the 1064 nm signals
to the 532 nm signals from some properly selected target, such
as high cirrus clouds. The calibration uncertainty is mainly due
to the contribution from tiny aerosols in the stratosphere
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(at about the 1% level in V4) and random noise. However,
retrieval of the more useful unattenuated particulate backscatter
coefficient requires more information, such as the particulate
lidar ratio, SP . For CALIOP V3 data, the aerosol models
and the particulate lidar ratios are based on a clustering analysis
of AERONET data [30], and assessments show that on a global
basis there are about 20%–30% uncertainty ranges for
CALIPSO-modeled lidar ratios in V3 data [31–33], which
could induce roughly 20%–30% underestimation of optical
depth. Ice cloud lidar ratio and the multiple-scattering factor
in V3 were fixed to a value of 25� 10 Sr , and 0.6 been used
in all ice cloud extinction retrievals.

In the most recent V4 data, ice cloud lidar ratios and multi-
ple-scattering factors have been significantly improved [34]
based on an extensive analysis of collocated measurements of
V3 CALIOP cirrus optical depth and absorption optical depths
retrieved from the CALIPSO infrared imaging radiometer (IIR)
at 12.05 μm. Ice cloud multiple-scattering factors ηcirrus and
lidar ratios Scirrus are now approximated by a sigmoid function
of the centroid temperature of cloud layers, where ηcirrus in-
creases from a value of 0.46 at a centroid temperature of
0°C to 0.76 at −90°C; Scirrus varies from 25 Sr at −70°C to
35 Sr at 0°C [35].

In this paper, we focus mainly on the backscatter signal from
the open ocean surface. To reduce the error in determination of
the lidar signal peak at the ocean surface due to sampling and
sensor transient response, we consider the integrated attenuated
ocean surface backscatter γ 0att (sr−1) (performed 3 bins above
and 1 bin below the ocean surface, each bin having a vertical
resolution of 30 m), defined as

γ 0att �
Z

top

base

β 0�r�dr: (3)

Here, γ 0att is due to 1) γ 0ocean � γoceanT 2�r�, the attenuated pure
ocean surface backscatter, which is Fresnel backscatter from the
wind-roughened ocean surface with two-way atmospheric
attenuation, without any contamination from “junk”
(such as whitecaps, bubbles, foams, etc.); and 2) γ 0other �
γotherT 2�r�, the “junk” backscatter due to the ocean subsurface,
whitecaps, and bubbles [36,37] after attenuation. The contri-
bution due to backscatter in part 2) can be effectively estimated
from CALIOP depolarization measurements [36]. Thus, we
have

γ 0att � γ 0ocean � γ 0other

� γocean exp�−2�τO3
� τM � ηPτP�� � γ 0other: (4)

B. Ocean Surface Reflectance Model
Lidar backscatter from the ocean surface is closely related to the
slope distribution of surface waves, which is commonly
described by a statistical model in terms of surface roughness.
An ocean surface reflectance model can be used to interpret
lidar observations [36,38]. Based on linear wave theory, the
sea-surface slopes can be assumed to have a Gaussian distribu-
tion, which for a non-isotropic Gaussian rough surface, can be
written [39,40]

p�z 0x , z 0y� �
1

2πσxσy
exp

�
−
1

2
�ξ2 � η2�

�

� 1

2πσxσy
exp

�
−
1

2

�
z 02x
σ2x

� z 02y
σ2y

��
, (5)

where ξ and η are the “standardized” slope component, which
can be expressed as the ratio of the surface slope to the r.m.s. of
the distribution, ξ � z 0x

σx
and η � z 0y

σy
; z 0x , z 0y are the surface slopes

for an anisotropic distribution in the upwind and crosswind
directions; σx , σy are the standard deviation of the slopes in
the upwind and crosswind directions, respectively.

Previous studies [41,42] have proven that when the (non-
isotropic or isotropic) Gaussian probability distribution (PDF)
was used, the model prediction was in good agreement with the
measured data at the normal incidence angle, but it was in
considerable disagreement when extended to angles away from
normal incidence, implying that the slope distribution in the
open ocean is not strictly Gaussian.

Cox and Munk [38] found that a more realistic
Gram–Charlier expansion would fit the sea-slope PDF better
through the observations of wave slopes from airborne photo-
graphs of sun glint. The Gram–Charlier distribution considers
two additional factors compared with Gaussian distribution:
peakedness and skewness, which leads to higher accuracy for
small slopes. The Gram–Charlier PDF can be expressed as
follows [38]:

pGC�z 0x ,z 0y��p�z 0x ,z 0y�

×

0
@ 1−1

2c21�ξ2−1�η−1
6c03�η3−3η�

� 1
24
c40�ξ4−6ξ2�3��1

4
c22�ξ2−1��η2−1�

� 1
24c04�η4−6η2�3�

1
A,

(6)

where c21 and c03 are skewness coefficients, and c40, c22, and c04
are peakedness coefficients. The terms after 1 in the big
parentheses in Eq. (6) are the Gram–Charlier correction term.
If skewness and peakedness are ignored (c12 � c30 � c40 �
c22 � c04 � 0), Eq. (6) is reduced to the standard non-
isotropic Gaussian distribution given by Eq. (5). Cox and
Munk [38] determined these five coefficients as functions of
wind speed for clean and slick water from sun glitter observa-
tions of the sea surface. However, the uncertainties in these
coefficients obtained from Cox and Munk is about the same
(or even higher) order of magnitude as the coefficients
themselves [24,38].

A more complete form of the lidar equation that includes
contributions from subsurface scattering has been proposed
by Josset et al. [43]. Equation (21) in Ref. [43] takes into ac-
count specular reflectance, whitecap reflectance, and subsurface
reflectance, and should be used if accurate measurements of
ocean–air interface and whitecap coverage can be obtained.
In our study, the contributions from whitecaps and subsurface
scattering are empirically quantified by using the CALIOP
depolarization technique [36]. Thus, we may use the Gram–
Charlier distribution to approximate Eq. (21) in Ref. [43].

For an isotropic Gaussian slope distribution, z 0x � zx , z 0y �
zy and σx � σy, where zx and zy are the Gaussian surface slope
components,
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p�zx , zy� �
1

2πσxσy
exp

�
−
z2x � z2y
2σ2x

�

� 1

πσ2
exp

�
−
tan2 θ

σ2

�
, (7)

where tan θ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2x � z2y

q
is the isotropic surface slope, and

σ2 � σ2x � σ2y � 2σxσy � 2σ2x � 2σ2y is the variance of
isotropic slope distribution.

The integrated sea surface backscatter, γocean (sr−1), for a
nadir pointing system can be expressed based on Eq. (5)
and Fresnel reflection as [36]

γocean �
ρ

4πσ2 cos4 θ
exp

�
−
tan2 θ

σ2

�
, (8)

where ρ is the Fresnel reflectance. However, the isotropic
Gaussian slope distribution [Eq. (8)] ignores the effects of
skewness and peakedness. It has been found that use of
the Gaussian model would lead to an overestimation of the
specular return from 13% to 11% for wind speeds between
1 and 10 m/s [24].

Furthermore, the Gram–Charlier correction term in Eq. (6)
can be taken into account to fit CALIPSO observations [24]:

γocean �
ρ

4πσ2 cos4 θ
exp

�
−
tan2 θ

σ2

�
�1� Δ�, (9)

where Δ in Eq. (9) represents the Gram–Charlier correction
term in Eq. (6). He et al. [24] used the collocated CALIOP
and AMSR-E data between 23° and 40° in latitude in the
southern hemisphere to obtain a polynomial fit of the
Gram–Charlier correction term for CALIOP measurements.
We will adopt this polynomial fit in our study, as well. The
Δ term was shown to be a function of 1

σ as follows [24]:

Δ
�
1

σ

�
� −0.0002

�
1

σ

�
4

� 0.0076
�
1

σ

�
3

− 0.1008
�
1

σ

�
2

� 0.4780
�
1

σ

�
− 0.8232: (10)

CALIPSO was pointed at 0.3° prior to 28 November 2007 to
avoid specular reflections from calm waters and horizontally
oriented ice crystals. The off-nadir angle was switched to 3°
afterward to reduce the maximum values of integrated attenu-
ated backscatter measured at both wavelengths, and to increase
the minimum lidar ratios retrieved for strongly scattering ice
clouds [5]. To make sure the specular reflection of the signal
backscattered from the sea surface is received by a space-based
lidar, the slope of the waves must be equal to the lidar incidence
angle, θL. Hence, the pure ocean surface backscatter for
CALIOP is obtained by

γocean �
ρ

4πσ2 cos4 θL
exp

�
−
tan2 θL
σ2

��
1� Δ

�
1

σ

��
, (11)

where ρ ≈ 0.0209 for sea water at 532 nm and ρ ≈ 0.0193 at
1064 nm for small angles of incidence.

Equation (11) provides a direct relation between the unat-
tenuated sea surface backscatter and the variance of the slope
distribution. From this equation we can get pure backscatter
without attenuation from a wind-roughened ocean surface.
As can be seen from Fig. 1, at small/moderate wind speeds

(red/blue/green curves), the slope of wind-driven waves varies
in a small range. Thus, there is a good chance to get a large sea
surface backscatter signal. As the wind speed increases (purple/
brown/yellow curves), the wave slope varies in a larger range,
and the corresponding sea surface backscatter signal is much
smaller. Ideally the signal backscattered from the ocean surface
will have the same polarization as the incident signal (no change
in polarization state).

However, at high wind speeds (U > 9 m∕s), the wind-
driven waves start to break and form bubbles, whitecaps,
and foam, and this situation leads to change in the polarization
state of the backscatter signals. Hence, ocean surface backscat-
ter will be contaminated by such “junk,” as well as by ocean
subsurface backscatter.

Another potential bias is due to multiple scattering at the
ocean surface, which may lead to higher ocean surface backscat-
ter and lower retrieved COD. Hence, the retrieved COD is
accurate if the surface backscatter is from the laser beam that
interacts with ocean surface only, ignoring possible interactions
with ice clouds. In another words, the best situation is that the
surface backscatter has no multiply scattered contribution from
the overlying atmosphere, including ice clouds. However, due
to surface roughness, there is a chance that the laser light is
scattered by both ice clouds and the ocean surface before it
is detected by the receiver. How severe can this multiple-
scattering problem be? This fundamental question affects this
method as well as its application to two new lidar missions such
as the high spectral resolution lidar (HSRL) on board the
EarthCARE satellite, to be launched in August 2019, and
the differential absorption lidar (DIAL) on board the Merlin
satellite, to be launched in December 2019. The potential
biases due to multiple scattering is expected to increase with
ice cloud and aerosol loadings.

To address this problem, we should take advantage of the
cross-polarization feature of CALIOP and use the perpendicu-
larly polarized signal of the ocean surface to help correct for it,
since the multiply scattered ocean surface signals are expected
to be perpendicularly polarized, while the singly scattered signal
from the ocean surface is not. So, it is possible to reduce/
eliminate the potential bias due to multiple scattering by re-
moving the multiple-scattering contribution from the ocean

Fig. 1. Gram–Charlier relationship between sea surface backscatter
and the slope of wind-driven waves at different wind speeds.
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surface backscatter. Based on Monte Carlo simulations, the
contribution due to multiple scattering is roughly 4 times
the perpendicular component of the ocean surface signal.

The overall contribution from “junk” and multiple scatter-
ing can be assessed from CALIOP real-time data and Monte
Carlo simulations by using a lidar depolarization ratio of
15% [36]. At small wind speeds, the lidar depolarization ratio
is close to 0. The subsurface backscatter can also be approxi-
mated by the depolarization technique. The total correction
can be expressed as

γ 0other ≈
γ 0ocean,⊥
0.15

� γ 0ocean,⊥ � 7.67γ 0ocean,⊥, (12)

where γ 0ocean,⊥ is the measured attenuated perpendicular ocean
surface backscatter for the CALIOP instrument. The correla-
tion between AMSR-E wind speed and CALIOP lidar back-
scatter is almost doubled after this whitecap and subsurface
correction [36].

C. U–σ2 Relationship and Pure Integrated Ocean
Surface Backscatter
The relationship between the wind speedU and the variance of
the slope distribution σ2 has been the subject of many studies
based on different measurements [36,38,44]. In 1954, Cox and
Munk [38] first introduced a linear U–σ2 relation σ2 �
0.003� 0.00512U based on measurements of the bidirec-
tional sea surface reflectance patterns of reflected sunlight.
Wu [44] revised the linear relation to two log-linear relations
using laboratory measurements. Hu et al. [36] refined the
U–σ2 relation into three segmented functions based on
comparison between CALIPSO lidar sea surface backscatter
and collocated AMSR-E wind speed measurements. The
refined U–σ2 relation based on CALIPSO–AMSR-E
observations is given by [36]

σ2 �
8<
:

0.0146
ffiffiffiffiffi
U

p
U < 7 m∕s

0.003� 0.00512U 7 m∕s ≤ U < 13.3 m∕s
0.138 log10 U − 0.084 U ≥ 13.3 m∕s:

(13)

From Eqs. (11) and (13), we can directly link the integrated sea
surface backscatter γocean with the sea surface wind speed U .

In this study, we take advantage of global sea surface wind
speed measurements to obtain pure sea surface backscatter
directly (“pure” indicates backscatter not contaminated by con-
tributions from bubbles, whitecaps, and foam). Sea surface
wind speeds have been widely observed from in situ platforms,
such as ships [45], and space-based instruments, such as
AMSR-E [46]. The AMSR-E wind speed product with a spatial
resolution of about 20 km agrees well with other wind speed
measurements [47,48].

Here we use the AMSR-E wind speed product to derive the
pure integrated sea surface backscatter. Figure 2 shows the
relationship between ocean surface wind speed and 1) ocean
surface integrated backscatter and 2) slope variance of wind-
driven waves. This figure explains the basic physics of the re-
flectance model. At small wind speeds, the slope of wind-driven
waves is small and does not vary too much. The wave is flat and
the corresponding backscatter is large. As the wind speed

increases, the waves become steeper, the slope varies in a large
range, and the corresponding backscatter becomes small.

D. Ice Cloud Optical Depth Retrievals
From Eq. (4), by using CALIOP lidar profiles for very clear
atmospheric conditions (no water clouds, no aerosols, etc.),
one can obtain the ice cloud optical depth as

τP � 1

ηP

�
−
1

2
ln

�
γ 0att − γ 0other

γocean

�
− τM − τO3

�
, (14)

where γocean can be derived from Eqs. (11) and (13) by using
sea surface wind speed measurements. The multiple-scattering
factor, ηP , introduced by Platt [49,50] is a convenient param-
eter to correct the apparent two-way transmittance for contri-
bution from multiple scattering. Multiple-scattering effects in
ice clouds are significant. In the CALIOP V4 algorithm, ηP is
approximated by a sigmoid function of the centroid tempera-
ture of cloud layers, where ηP varies from 0.46 at a centroid
temperature of 0°C to 0.76 at −90°C. We utilize this improved
ηP in CALIOP V4 data to obtain the column optical depth. By
doing so we avoid assuming an unrealistic value for ηP, and the
results derived from our method can be better compared with
CALIOP V4 cloud layer data with less uncertainty. Ozone and
molecular optical depths, τO3

and τM , can be obtained from
meteorological analyses produced by NASA’s GMAO.

The ice cloud optical depth derived from this approach is a
direct measurement, obtained without invoking any assumption
about aerosol and cloud physical properties, such as the
lidar ratio.

E. Lidar Ratio Retrievals from Ocean Surface Wind
For a given group of particles, the lidar ratio SP (sr) is defined as
the ratio of the extinction coefficient σ (m−1) to the backscatter
coefficient β (m−1 sr−1). For CALIPSO, the particulate lidar
ratio is based on cluster analysis of the ground-based
AERONET dataset, and CALIPSO fixed the lidar ratio for dif-
ferent aerosol or cloud types. For atmospheric conditions in
which molecular scattering is negligible compared to scattering

Fig. 2. Relationship between sea surface wind speed and (i) slope
variance of wind-driven waves [right, Eq. (13)] and (ii) ocean surface
integrated backscatter (left) based on two different surface reflection
distributions: solid curve, Gram–Charlier distribution [Eq. (11)];
dashed–dotted curve, isotropic Gaussian distribution [Eq. (8)].
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by large particles, T 2�r� ≈ T 2
P�r�, the lidar ratio can be

obtained directly from the basic lidar equation [25].
From Eq. (2), by differentiating T 2

P�r� and combining the
result with Eq. (1), we obtain a first-order differential equation:

dT 2
P�r�
dr

� −2ηSpβ 0�r�:
For a range r	, if the two-way transmittance T 2

P�r	� is known,
the particulate lidar ratio SP can be easily derived by solving the
above equation to obtain

SP � 1 − T 2
P�r	�

2ηγ 0r	
, (15)

where γ 0r	 �
R
r	
0 β 0�r�dr is the column-integrated attenuated

backscatter.
In this study, we can obtain SP if T 2�r	� can be accurately

estimated from Eq. (4) by using the ocean surface as a target.
The retrieved lidar ratio can be used instead of the approximate
value used in the CALIPSO extinction algorithm. It can also be
applied to any other elastic lidar system.

Figures 3 and 4 show the feasibility of deriving 532 nm ice
cloud lidar ratios from our ocean surface reflection method
(OSRM) at both daytime and nighttime. The lidar ratios
are rather stable throughout the optical depth of ice clouds.
At small optical depth τ close to 0.5, the ice clouds are very
thin, and the retrieved lidar ratios have stable values with small
variations, which are mainly due to temperature and latitude
dependence [34]. The zonal mean lidar ratios at both daytime
and nighttime are given in the lower panels of Figs. 3 and 4.
The hump of the nighttime lidar ratios around 15°S–20°S may
indicate “warmer” ice clouds found in those areas.

The mean 532 nm cirrus lidar ratio derived from OSRM is
33.8� 4.9 sr for daytime, 35.3� 4.7 sr for nighttime, and
the corresponding mean lidar ratios from CALIOP V4 data
are 31.8� 4.7 sr for daytime and 32.7� 4.3 sr for nighttime.
The lidar ratio for semitransparent cirrus was suggested by
other authors [21,35] to be rather stable over the ocean

(33� 5 sr, 31.5� 8 sr) with slight variations depending on
temperature and latitude, in agreement with our results.

3. RESULTS AND DISCUSSION

In this study, the sea surface is used for accurate estimation of
particulate optical depth from CALIOP measurements, since
the following information can be easily obtained from either
CALIOP or the collocated A-train observations: 1) collocated
AMSR-E wind speed data, 2) accurate aerosol free atmosphere
information, and 3) improved sea surface backscatter–
wind-speed relation with multiple-scattering correction.
Several studies ([20,21,23,36]) have used backscatter from
the sea surface or other targets to estimate particulate optical
depth and calibrate spaceborne lidar.

A. Errors/Uncertainties
The errors/uncertainties can be theoretically assessed from the
above equations. From Eq. (11), the relative/fractional uncer-
tainty in γocean can be expressed as Δγocean

γocean
≈ − Δσ2

σ2 (higher orders
of error terms being ignored). Also, the uncertainty in σ2 from
Eq. (13), Δσ

2

σ2
≈ ΔU

2U valid for wind speeds of less than 7 m/s, and
Δσ2
σ2

≈ ΔU
U for wind speeds between 7 and 13.3 m/s, so that

Δγocean
γocean

≈ − ΔU
2U for U < 7 m∕s, and Δγocean

γocean
≈ − ΔU

U for 7 m/s
≤ U < 13.3 m∕s. The uncertainties in wind speed would lin-
early propagate to sea surface backscatter. For U < 7 m/s, a
20% uncertainty in the wind speed is equivalent to a 10% un-
certainty in the sea surface backscatter. In the wind speed range
7 m/s ≤ U < 13.3 m∕s, a 10% uncertainty in wind speed is
roughly equivalent to about 10% uncertainty in the lidar back-
scatter. In general, a 1 m/s uncertainty in wind speed is approx-
imately equivalent to about 10% uncertainty in sea surface
backscatter, and the resulting uncertainty in particulate optical
depth τP decreases from 10% to less than 5% for τP between 1
and 2.

The three largest sources of uncertainty in the estimation of
the optical depth are 1) the uncertainty in AMSR-E wind speed
measurements, 2) the uncertainty in lidar calibration, and
3) the estimation of the multiple-scattering effect.

Fig. 3. Upper panel: August 2008 daytime 532 nm Cirrus lidar ra-
tios derived from OSRM. Note that the lidar ratio remains fixed
throughout the optical depth ranging from 0.5 to 2. Middle panel:
lidar ratios from the corresponding CALIOP V4 L2 cloud layer data.
Lower panel: zonal mean distribution of ice cloud lidar ratios. The
mean of lidar ratio from OSRM is 33.8 sr (blue line), with a standard
deviation of�4.9 sr, while the mean of CALIOP V4 lidar ratio (green
line) is 31.8 sr, with standard deviation of �4.7 sr.

Fig. 4. August 2008 nighttime lidar ratios for 532 nm retrieval re-
sults. The mean lidar ratio from OSRM is about 35.3 sr, with a stan-
dard deviation of �4.7 sr, while the mean from CALIOP V4 data is
32.7 sr, with a standard deviation of �4.3 sr.
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B. Correction for Backscatter due to “Junk”
Figures 5 and 6 demonstrate the importance of correcting for
backscatter due to “junk” in the water and subsurface
scattering.

As the wind speed increases, the observed ocean surface
backscatter γ 0att obtained from CALIPSO measurements starts
to be dominated by contributions from “junk.” The pure ocean
surface backscatter estimated from the ocean surface wind
speed does not include the influence from whitecaps, bubbles,
and foam. After correcting for “junk” backscatter using
CALIOP’s polarization measurements, a good match is ob-
tained between the backscatter from the ocean surface reflec-
tance model and CALIOP measurements. By comparing the
estimated backscatter with measurements, the column optical
depth can be obtained. In this paper, we constrain our study to
focus solely on the “aerosol-free” sky with single-layer
non-water clouds detected by CALIPSO. CALIPSO’s level-2
aerosol/cloud layer product is used to ensure that the selected

profiles satisfy our purpose. However, as pointed out by others
[21], some boundary layer marine aerosols could still remain
undetected, since their low altitude combined with their low
optical thickness can make them difficult to discriminate from
clear air layers using CALIPSO. Josset et al. [43] have shown
that a positive bias (0.02) can be considered as a systematic
error linked to marine boundary layer aerosols, which can
be corrected for by a simple subtraction from the total column
optical depth. In our study, we take this term into account to
ensure a better cirrus optical depth retrieval.

C. Comparison of Ice Cloud Optical Depths with
CALIPSO Level-2 Data
As a demonstration of the major improvement in the CALIOP
V4 optical depths, in Fig. 7 we compare optical depth estimates
for semi-transparent ice clouds measured over the ocean during
daytime and nighttime, from the collocated OSRM and
CALIOP V4 algorithm. In this study, we focus on only the
single-layer semi-transparent ice clouds that are detected in
the CALIOP 5 km column when minimal aerosol loadings
were detected beneath the cirrus layer. These profiles were fur-
ther restricted by using the extinction QC flags and CAD
scores. Data selected by these procedures can be guaranteed

Fig. 6. By correcting CALIPSO observations for “junk” backscatter,
a good match is obtained between the backscatter–wind relations and
CALIPSO measurements.

Fig. 5. Relationship between ocean surface wind speed and
CALIPSO 532 nm attenuated backscatter. The yellow and green
curves are based on the empirical backscatter–wind relations proposed
by Cox–Munk and Wu [44]. The underestimate of backscatter from
the empirical relations is due to contributions from “junk” in the water
and subsurface scattering.

Fig. 7. Comparison of collocated cirrus optical depth from OSRM
with that from the CALIOP V4 algorithm from August 2008. Data
were sampled over oceans in daytime and between −65°S and 65°N
latitude. The color scale indicates number of samples (on log10 scale).
Profiles were restricted to cases where there was only one V4 cirrus
cloud in the column with no other layer of clouds/aerosols. The upper
panel is for daytime, while the bottom panel is for nighttime.
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to have high quality and raise the confidence of the compar-
isons. The comparisons in Fig. 7 show excellent agreement
of the V4 optical depths with the OSRM values, with corre-
lation coefficients of 0.615 and 0.778 at daytime and night-
time. The good agreement of the CALIOP V4 and OSRM
optical depths gives us confidence to validate the lidar ratios
in turn. Comparisons of CALIOP V4 and MODIS C6 optical
depths also show that the current CALIOP V4 optical depth is
reliable and close to real values [35].

Figure 8 gives the zonal mean of cirrus optical depths from
the OSRM and CALIOP V4 algorithms, as well as the zonal

mean of the multiple-scattering factor ηP from CALIOP V4
data (daytime+nighttime). The corresponding R2 coefficient
is 0.647, while the relative difference between these two optical
depths is 14.1%. The relatively big difference between 50°S
and 20°S could be explained by the difference in lidar ratios
derived from the OSRM and CALIOP V4 algorithms in the
same region. The difference between 50°N and 60°N may
be due to few samples being selected in this region. In the area
higher than 60°S, the sudden decrease of optical depth of both
OSRM and the CALIOP V4 algorithm may be linked to the
unusual drop in the multiple-scattering factor.

Figures 9 and 10 show the global distribution of ice cloud
optical depths at 532 nm from OSRM and CALIPSO level 2
data. As can be seen, both datasets have very similar distribu-
tion patterns, which ensures our approach is reliable on a global
scale. While the patterns of optical depth in other regions agree
well, the optical depth derived from CALIPSO underestimated
ice cloud optical depths between 30°S and 65°S. This behavior
can be linked to the differences in lidar ratios.

The main reasons for the differences are as follows. 1) The
temperature and shape dependence of ice cloud lidar ratios in
the CALIPSO optical depth retrieval algorithm need further
study, implying that uncertainties in the lidar ratio, due to natu-
ral variability and misclassification of cloud type, propagate
nonlinearly into the estimates of cloud layer optical depth.
2) The “standard” CALIOP cloud retrieval algorithm screens
out some cloud layers containing horizontally oriented ice crys-
tals that produced anomalously high specular backscatter from
the near nadir-pointing CALIOP beam, implying that reliable
extinction estimates cannot be retrieved in these cases [51].
3) The CALIOP daytime calibration accuracy may still have
room for improvement due to the presence of small amounts
of aerosols in the atmosphere. 4) Potential bias in the AMSR-E
ocean surface wind speeds.

4. CONCLUSION

In this study, we introduced an empirical method that makes
use of the perpendicularly polarized signal of the ocean surface
to remove the impact of multiple scattering on the retrieved

Fig. 8. Upper panel: zonal mean of cirrus optical depth at 532 nm
derived from OSRM and CALIPSO V4 L2 data. Lower panel: zonal
mean of CALIPSO V4 multiple-scattering factors.

Fig. 9. Upper panel: global distribution of cirrus optical depth at
532 nm derived from OSRM. Lower panel: global distributions of
cirrus optical depth at 532 nm from CALIPSO level-2 data. Cirrus
optical depths from our OSRM approach generally have the same dis-
tribution pattern as the CALIPSO standard V4 product.

Fig. 10. Difference of cirrus optical depth at 532 nm derived from
OSRM and the corresponding CALIPSO V4 level-2 data.
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optical depth. This approach may apply to HSRL, which uses
molecular backscatter as a target. Since both the ocean surface
and molecular backscatter do not lead to depolarization [52],
part of the perpendicular component of the ocean surface signal
comes from multiple scattering, which causes biases.

We have developed a simple but reliable method to retrieve
the ice cloud optical depth from collocated ocean surface wind
and lidar backscatter observations. A comparison of optical
depths derived by this method with those obtained from
CALIPSO standard products shows that the optical depths
roughly agree with CALIPSO level-2 data on a global scale.
The ice cloud optical depths lie mostly in the range between
0 and 2, and the results from our method are about 14% higher
than CALIPSO V4 level-2 data.

In this paper, we optimized the approach to retrieve particu-
late optical depth from active lidar systems without assuming a
lidar ratio for each species of particulates. We also proposed a
way to effectively remove the multiply scattered signal at the
ocean surface using CALIOP cross-polarization measurements.

The results presented in this paper will allow for improve-
ments in ice cloud discrimination as well as enhancements of
CALIPSO extinction profile retrievals and uncertainty
estimates.
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