A new method for retrieval of the extinction coefficient of water clouds by using the tail of the CALIOP signal
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Abstract. A method is developed based on Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) level 1 attenuated backscatter profile data for deriving the mean extinction coefficient of water droplets close to cloud top. The method is applicable to low level (cloud top <2 km), opaque water clouds in which the lidar signal is completely attenuated beyond about 100 m of penetration into the cloud. The photo multiplier tubes (PMTs) of the 532 nm detectors (parallel and perpendicular polarizations) of the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) both exhibit a non-ideal recovery of the lidar signal after striking a strongly backscattering target (such as water cloud or surface). Therefore, the effects of any transient responses of CALIOP on the attenuated backscatter profile of the water cloud must first be removed in order to obtain a reliable (validated) attenuated backscatter profile. Then, the slope of the exponential decay of the validated water cloud attenuated backscatter profile, and the multiple scattering factor are used for deriving the mean extinction coefficient of low-level water cloud droplets close to cloud top. This novel method was evaluated and compared with the previous method which combined the cloud effective radius (3.7-µm) reported by MODIS with the lidar depolarization ratios measured by CALIPSO to estimate the mean extinction coefficient. Statistical results show that the extinction coefficients derived by the new method based on CALIOP alone agree reasonably well with those obtained in the previous study using combined CALIOP and MODIS data. The mean absolute relative difference in extinction coefficient is about 13.4%. An important advantage of the new method is that it can be used to derive the extinction coefficient also during night time, and it is also applicable when multi-layered clouds are present. Overall, the stratocumulus dominated regions experience larger day-night differences which are all negative and seasonal. However, a contrary tendency consisted in the global mean values. The global mean cloud water extinction coefficients during different seasons range from 26 to 30 km$^{-1}$, and the differences between day and night time are all positive and small (about 1–2 km$^{-1}$). In addition, the global mean layer-integrated depolarization ratios of liquid water clouds during different seasons range from 0.2 to 0.23, and the differences between day and night also are small, about 0.01.

1 Introduction

Low level water clouds (such as stratiform clouds within the boundary layer) are observed to occur very persistently, and to cover large areas of the globe, in particular, over the tropics and subtropics (Hartmann and Short, 1980). Since low level water clouds generally have high albedos relative to the ocean surface, these clouds significantly decrease the amount of solar energy absorbed by the earth system, thus reduce heating rates as compared to cloud free conditions and have a significant cooling effect on global climate (e.g. Randall et al., 1984; Fouquart et al., 1990; Betts and Boers, 1990). Their net radiative effect on the global energy budget has been estimated at $-15 \text{ Wm}^{-2}$ and the sensitivity to changes in global low cloud coverage at $-0.63 \text{ Wm}^{-2}$ (Hartmann et al., 1992) for each percent increase in low cloud amount. The impact of these water clouds on the radiation budget and the amount of energy that they absorb depend both upon their microphysical (such as, effective droplet radius) and macrophysical properties (such as, height, coverage) (e.g. Charlson...
et al., 1987; Albrecht et al., 1988; Kiehl, 1994). For example, Slingo (1990) estimated that reducing the effective diameter of stratus cloud droplet sizes from 20 to 16 μm would balance the warming due to a doubling of atmospheric CO₂. Randall et al. (1984) estimated that a 4% increase in the area of the globe covered by these clouds could also potentially compensate for the estimated warming due to a doubling of atmospheric CO₂. Therefore, it is very important to know the global distribution of water cloud microphysical, macrophysical and radiative properties and their relationship in order to assess the impact of these clouds on the climate system.

Ground based (e.g. Fox and Illingworth, 1997; Wang et al., 2004; O’Connor et al., 2005; Illingworth et al., 2007) and satellite observations (e.g. Masunaga et al., 2002a, b; Schüller et al., 2003, 2005; Wood et al., 2005a, b, 2006) can help diagnose cloud microphysical and macrophysical properties and their link to cloud radiative and precipitation properties. However, although the cloud properties can be retrieved relatively accurately from ground based lidar or radar signals (e.g. Derr, 1980; Wang and Sassen, 2001; Westbrook et al., 2010), only one-dimensional observations are possible, and the sites are sparsely distributed, almost non-existent over the oceans. So, results from ground observational measurements are commonly used to validate and evaluate satellite remote sensing retrievals (e.g. Tao et al., 2008; Mamouri et al., 2009; Kim et al., 2008; Mona et al., 2007). The advantage of remote sensing observations from instruments deployed on satellites is that high-resolution, two-dimensional distributions of the micro and macrophysical properties of clouds may be retrieved on a global scale. In this investigation, we will develop a novel method to assess the extinction coefficient of low-level water clouds on a global scale by using space-based lidar (CALIPSO) attenuated backscatter data.

Previous studies (e.g. Boers and Mitchell, 1994; Duynkerke et al., 1995; Pawlowska and Brenguier, 2000) show that profiles of liquid water content in actual stratiform boundary layer clouds follow the so-called adiabatic cloud model. That is, for many water clouds the liquid water content increases linearly with height. But, the droplet number concentration within the cloud has an approximately constant value. As a result, the extinction coefficient and droplet radius in water clouds both increase with height above cloud base. However, since boundary layer clouds frequently exceed CALIOP’S detection limit of effective optical depth \( \eta \tau < 3 \) \( \eta \) is multiple scattering factor and \( \tau \) is optical depth \) (Hu et al., 2007b; Chand et al., 2008), the lidar signal can be completely attenuated within a penetration depth of about 100 m for most boundary layer clouds with modest and low extinctions. So, in this paper, only mean microphysical properties in the top part of water cloud can be derived from the new method. However, the vertical change of the extinction coefficient within the top 100 m is relatively small compared with the mean extinction coefficient value. Although, the vertical profile of the extinction coefficient within the entire water cloud layer cannot be derived by the method developed here, this study about the microphysical properties of the top part of the water cloud is still meaningful and valid. It can help retrieve the droplet number concentration, which has less vertical variation.

Hu et al. (2007a) already derived the mean extinction coefficient, liquid water content and droplet number concentration of low-level water cloud tops by using collocated water cloud droplet sizes retrieved from MODIS data and CALIPSO level 2 cloud products. Nonetheless, the water cloud measurements made by active remote sensing instruments (such as, space-based lidar) are very different from those made by passive remote sensing instruments (such as MODIS). Passive remote sensing of water clouds, based on measured spectral differences of reflected sunlight and thermal emissions, is used to retrieve values of optical depth for the entire vertical column. The passive sensors provide the effective droplet radius using the absorption at near infrared wavelengths in the solar spectrum, and are based on the single-layer cloud assumption. So, retrievals of water cloud extinction properties based on MODIS effective radius measurements are limited to the daytime and are valid only when the single-layer cloud condition is satisfied. However, a space-based lidar (such as CALIPSO) obtains information about the cloud from the backscattered lidar signal. Thus, a lidar can provide the atmospheric attenuated backscatter profile, and is not confined to daytime conditions and a single-layer cloud structure.

The objective of this study is to provide better knowledge of water cloud physical properties and their impact on the surface energy budget from a comparison of optical properties of water clouds between day and night. The global statistics of nighttime water cloud optical properties derived in this study is a valuable supplement to daytime retrieval results based on passive remote sensing of scattered sunlight, and can provide additional information about cloud properties such day-night variations.

This study is organized as follows. The retrieval method is introduced in Sect. 2. In Sect. 3 we compare results between the new method and previous studies. Finally, a brief discussion and conclusions are provided in Sect. 4.

2 Methodology

Monte Carlo simulations indicate that by using layer integrated depolarization ratios and the slope of the exponential decay in the water cloud backscatter due to multiple scattering, both extinction coefficients and effective radii of water clouds can be derived from CALIPSO lidar measurements (Hu et al., 2007a). In view of the multiple scattering effect, the attenuated backscatter can be expressed as (Platt 1979, 1981):

\[
\beta = \beta_0 e^{-2\eta \sigma r}
\]
where $\sigma$ is the mean extinction coefficient near cloud top, $r$ is the range within the water cloud top, and $\eta$ is the corresponding multiple scattering factor. $\beta_0$ is the peak value of the attenuated backscatter within water cloud. By taking the natural logarithm on both sides of Eq. (1), we have

$$\eta \sigma = \frac{\ln \beta - \ln \beta_0}{-2r}$$

(2)

where $\beta$ and $\beta_0$ can be obtained from CALIPSO level 1 and level 2 datasets. The CALIPSO lidar probes cloud and aerosol layers to a maximum effective optical depth $(\eta \tau)$ of 3 (Hu et al., 2007b; Chand et al., 2008), and the layers with larger optical depths are opaque. However, boundary layer clouds frequently exceed this optical depth, therefore in this study we focus on cloud properties near the top of opaque, low level water clouds. As a result, for these opaque and dense water clouds, the limitation of an effective optical depth $(\eta \tau < 3)$ below cloud top corresponds to a penetration depth of about 100 m within the cloud, that is, near the cloud top.

The importance of multiple scattering of polarized light in the atmosphere has been recognized for a long time (e.g. Hansen, 1970a, 1970b). For space lidars such as CALIPSO (Winker et al., 2003), which has a footprint size of 90 m at the Earths surface, water clouds can exhibit a strong depolarization signal due to the presence of multiple scattering (Hu et al., 2001). Thus, multiple scattering plays an important role in the analysis of the lidar signal. Hu et al. (2006) proposed a relationship between the integrated single scattering fraction and the accumulated linear depolarization ratio for water droplets. A simplified version of this relation is:

$$\eta = (\frac{1}{1+\delta})^2$$

(Hu et al., 2007c), where, $\delta = \int_{\text{top base}}^{\text{base}} \beta_\parallel (r) dr/\int_{\text{base}}^{\text{top base}} \beta_\parallel (r) dr$ is the layer-integrated depolarization ratio. This relationship is very valid when the layer-integrated depolarization ratio is smaller than 0.35. Cao et al. (2009) extended the idea of the accumulated depolarization for circular polarization and proposed a unique relation between the integrated single scattering fraction and the depolarization parameter, which does not depend on whether linear or circular lidar polarization is being used. This relation is independent of the measurement geometry, and the mean droplet size, and is insensitive to the width of the size distribution for most water cloud lidar returns (Hu et al., 2007a). By their studies, the multiple scattering effect of water cloud was characterized very well.

Generally speaking, if we adopt the multiple scattering relationship: $\eta = (\frac{1}{1+\delta})^2$ in Eq. (2), we can easily derive the extinction coefficient $\sigma$ from the slope of the exponential decay of the water-cloud attenuated backscatter $\beta$ and multiple scattering factor $\eta$ (hereafter, we call it the “slope method”). However, the 532 nm photo multiplier tube (PMT) detectors (parallel and perpendicular) of CALIOP both exhibit a non-ideal recovery of the lidar signal after a strong backscattering target has been observed. In the absence of a strong backscattering signal, an ideal detector will return immediately to its baseline state. However, the transient response of the CALIPSO PMTs is non-ideal. Following a strong impulse signal, such as from the Earths surface or a dense water cloud, the signal initially falls off as expected but at some point begins decaying at a slower rate that is approximately exponential with respect to time (distance). In extreme cases, the non-ideal transient recovery can make it wrongly appear as if the laser signal is penetrating the surface to a depth of several hundreds of meters (e.g. McGill et al., 2007; Hunt et al., 2009). So, because of the non-ideal transient recovery, the return from strong targets will be spread by the instrument response function over several adjacent range bins, implying that the vertical distribution of the attenuated backscatter $\beta$ in the water cloud will be changed. It is unlikely that the lidar receiver electronics are the source of the problem because the 1064 nm channel uses a similar design and is performing well. To demonstrate this phenomenon, Fig. 1 shows CALIPSO data images of 532 nm (top panel) and 1064 nm (bottom panel) total attenuated backscatter. The 532 nm non-ideal transient recovery is seen in the 532 nm image as a gradual transition of colors from high attenuated backscatter values to lower ones for strong backscatter targets (e.g. stratus deck on the left, and the Antarctic surface return on the right). Compare these features to the 1064 nm image, where the detector response is normal, and these features appear as an almost solid band of white. For example, the right parts of the 532 nm and 1064 nm images (that is, the Antarctic surface) clearly illustrate that the 532 nm signal appears to continue hundreds of m beneath the ice surface while the 1064 nm signal does
In view of the above discussions, the transient response of CALIOP PMTs, profiles of attenuated backscatter $\beta$ in the water cloud were contaminated and can not directly be used to calculate the extinction coefficient of water cloud by the slope method. To retrieve a valid extinction coefficient $\sigma$, we will take the following three steps:

1. In view of the above discussions, the transient response function of CALIOP is a very important parameter and the basis of this study. Since a hard land surface cannot easily be penetrated by the CALIOP signal, the return from a land surface should be distributed in single vertical bin under ideal conditions. Therefore, a hard land surface should be a good target for studies of the transient response function. The strong return within one single vertical lidar bin from a hard land surface can be used to quantify how the return from a dense cloud was spread by the instrument response function over several adjacent range bins. So, in the first step, we obtain the response function by studying CALIOP lidar signals returned from land surfaces.

2. Second, we apply a simple de-convolution process to the attenuated backscatter lidar signal and the transient response function of CALIOP in order to remove any impacts on the attenuated backscatter profile of water cloud imparted by a non-ideal transient response of the PMTs and get the corrected attenuated backscatter lidar signal of the water cloud.

3. Finally, after obtaining a valid and corrected attenuated backscatter profile of the water cloud by the former two steps, we can retrieve the extinction coefficient $\sigma$ of water cloud from Eq. (2).

### 2.1 Transient response function of CALIOP

Prior to launch, extensive laboratory characterization of the flight detectors and their associated electronics demonstrated that the CALIPSO PMTs transient response remains the same for lidar surface returns with varying surface reflectance. This result can be independently verified using on-orbit data by studying CALIPSO’s lidar signal from surfaces. It is worth noticing that the strongest of the CALIPSO backscatter signals are generated by ocean and land surfaces that are covered by snow or ice (see the Antarctic surface return part of Fig. 1). In the 532 nm parallel channel, the peak signals from snow and ice surfaces under clear skies are so strong that they usually saturate the detectors. Unlike the parallel component, the cross-polarized (perpendicular) component of the ground returns for most land and ocean surfaces are generally not saturated. As a result, in this study, only land surfaces that are not covered by snow or ice were used to assess the transient response of CALIOP at three channels. We analyze the CALIOP transient response for different land surface types using on-orbit CALIPSO Level-1 data (July 2006, October 2006, January 2007) at different regions by using a low-pass filter. As shown in a previous study (Hu et al., 2007d) more than 90% the surface return energy comes from the three 30 meter vertical range bins including the bin that contains the surface echo. These bins correspond to that of the peak return itself as well as one bin before and one after the peak return. Thus, we may calculate the transient response function $F$ of CALIOP as follows:

$$F_j = \frac{\beta_i}{\sum_{i=p+10}^{p-1} \beta_i} \quad (j = 1, 2, 3, 4, \ldots, 12)$$

by using twelve adjacent lidar bins of land surface returns. The twelve range bins starting from the one range bin before the peak to the tenth range bin after the surface peak return. Here $\beta_i$ is the attenuated backscatter of each bin, which is the same $\beta$ as in Eqs. (1) and (2), $i$ is the range bin number, and $p$ is the peak surface return range bin. Hu et al. (2007d) already presented a technique to provide improved lidar altimetry from CALIPSO lidar data by using the transient response of CALIOP, and verified that the tail-to-peak signal ratios are independent of the surface reflectance.

Figure 2 shows the transient response function $F$ of CALIOP derived from the land surface return at three channels. The different colors are for different regions (surface types are different) and seasons. The left, middle and right panels are for the parallel channel (P532), perpendicular channel (S532) and T532 channel (perpendicular and parallel components), respectively. It is clear that the transient response of CALIOP for different months and surface types are almost same. Although the method described in this study can be applied to both 532 nm channels (parallel and perpendicular polarization), only the results from the 532 nm parallel channel are presented in this paper.

### 2.2 Corrected water cloud attenuated backscatter

Actually, the current water cloud attenuated backscatter signal measured by CALIOP results from a convolution between the corrected cloud attenuated backscatter and the transient response function $F$ of CALIOP. This convolution process can be described mathematically as follows:

$$\beta_{\text{corrected}}^1 \times F_1 = \beta_{\text{current}}^0$$

$$\beta_{\text{corrected}}^2 \times F_2 + \beta_{\text{corrected}}^2 \times F_1 = \beta_{\text{current}}^1$$
After obtaining the transient response function \( F \) of CALIOP, we can use it in conjunction with the current lidar signal to retrieve the corrected water cloud attenuated backscatter signal by reversing the convolution process described by Eqs. (4)–(7), which corresponds to a de-convolution process. Before the de-convolution process, we must do some horizontal averaging of the vertical lidar profiles (using for example, 30 profiles) in order to eliminate possible negative values in the water cloud profiles due to filter noise. Then, we may start the de-convolution process from several bins (here, we only use one bin) which have very weak air backscatter value above the water clouds. For example, in Eq. (4), \( \beta_{\text{current}}^0 \) consists of weak backscatter from the air just above the cloud, as well as backscatter from the first bin within the water cloud. Compared to the backscatter from the first cloud bin, the backscatter from the air just above the cloud is very weak and can be neglected. Thus, \( \beta_{\text{current}}^0 \) is the backscatter signal from the first bin within the water cloud, and \( \beta_{\text{current}}^1 \) is the corrected backscatter value of first bin of the water cloud profile, and \( \beta_{\text{corrected}}^1 \) is the current backscatter value of first bin of the water cloud profile. By continuing this de-convolution process, eventually, the corrected backscatter signals of all bins can be derived.

Figure 3 shows the cloud attenuated backscatter signal retrieved beneath the water cloud peak return and the observed attenuated backscatter signal by CALIOP. The red line is observed (current) water cloud attenuated backscatter signal and the blue line is the retrieval (corrected or real) cloud signal. The results show that the transient response of CALIOP PMTs can affect the vertical distribution (that is, the waveform) and magnitude of the water cloud attenuated backscatter signal. After the de-convolution process, the slope of the exponential decay of the water cloud attenuated backscatter, may be obtained by using a simple linear fit to the several range bins underneath the peak of the water cloud lidar return and the peak return bin itself. According to Eq. (2), the extinction coefficient of the low-level water cloud top thus can be derived from the slope and multiple scattering factor of the water cloud.

3 Results

3.1 Comparison of extinction coefficients derived from different methods

Hu et al. (2007a) derived the mean extinction coefficient \( \sigma \) of water cloud top by combining the cloud effective radius \( R_e \) reported by MODIS with the lidar depolarization ratios measured by CALIPSO:

\[
\sigma = \left( \frac{R_e}{R_{e0}} \right)^{1/3} \left\{ 1 + 135 \frac{\delta^2}{(1 - \delta)^2} \right\}
\]

where \( R_{e0} \) equals 1 \( \mu \)m, and \( \delta \) is the layer-integrated depolarization ratio from CALIPSO Level 2 cloud products. Equation (8) is derived from Monte Carlo simulations that incorporate the CALIPSO instrument specifications, viewing geometry, and footprint size. This method (hereafter, we call it “Hu’s method”) needs collocated water cloud droplet sizes retrieved from MODIS 3.7-\( \mu \)m data for CERES (Minnis et al., 2006). The number of photons scattered into the forward direction increases with particle size. Thus, the chance of a photon at the near-infrared 3.7-\( \mu \)m wavelength being absorbed rather than backscattered to space increases with size. For the same optical depths, water clouds with larger droplets are darker in the near-infrared wavelengths. The effective droplet radius derived from the absorption at 3.7-\( \mu \)m reflects the average size information from the very top part of water clouds (Platnick, 2000), with a vertical penetration depth similar to the CALIPSO lidar signal. So, Hu’s method is a
simple and reliable technique that can be used to evaluate and verify the results of the slope method developed in this study during daytime.

In this study, the results of Hu’s method are based on four months (January 2008, April 2008, July 2007 and October 2007) MODIS 1 km cloud data from Aqua and CALIPSO Level 2 cloud dataset. The results of the slope method are based on CALIPSO Level 1 and Level 2 data for the same months. Figure 4 shows a comparison of extinction coefficients derived from the two methods. The x-axis is for slope method, and the y-axis is for Hu’s method. The color values represent the sample numbers. In addition, the black dots are mean values and horizontal thin black lines are the error bars. It is very clear that the differences between the extinction coefficients derived from the two methods are relative larger just when extinctions exceed 40 km$^{-1}$. We define the absolute relative difference as: $h = \frac{\sigma_{\text{slope method}} - \sigma_{\text{Hu’s method}}}{\sigma_{\text{Hu’s method}}}$.

The mean absolute relative difference ranges from 11.4% to 15% for the four different months. The difference is largest for January 2008, reaching about 15%; and smallest for July 2007, reaching about 11.4%. Overall, the average value of the mean absolute relative differences for the four months is about 13.4%.

Figure 5 shows the global distributions of low-level water cloud top extinction coefficient for different months. The left panel depicts Hu’s method, and the right panel is for the slope method. It is clear that the global distributions of the extinction coefficients are very similar for two methods. The larger extinction values are located along the coastal regions of the continents, such as the west coasts of South America, North America and Africa. We also found that the frequency of occurrence of water clouds is higher in these coastal regions. Because the MODIS effective radius is more reliable under single-layer cloud conditions, the results of Figs. 4 and 5 are all derived from single-layer cloud samples.

Overall, the global mean extinction coefficients derived from Hu’s method are about 31, 33, 31, 32 km$^{-1}$ for July 2007, October 2007, January 2008 and April 2008, respectively. The corresponding values derived from the slope method are 29, 30, 30 and 31 km$^{-1}$. Their global mean relative differences are all smaller than 9%, about 1–3 km$^{-1}$. Thus, we may conclude that the mean extinction values derived from these two methods agree well with each other. However, it is worth noticing that the results in this paper do not include contributions from two kinds of water cloud samples. The first one consists of samples with higher depolarization ratio ($>0.35$). As stated at Sect. 2, a very important parameter in this work is the layer integrated depolarization of water cloud. But, Hu’s multiple scattering scheme which we adopted is valid only when the layer-integrated depolarization ratio is smaller than 0.35. So, in our study, we focus exclusively on water cloud samples with layer-integrated depolarization ratio are smaller than 0.35. The second kind of water cloud samples that need to be excluded consists of samples with higher extinction coefficients.

A reasonable estimate of the limit of the slope method is that the cloud effective optical depth ($\eta_T$) should be less than 3 for the top 100 m. The lidar signal will be completely attenuated within only one vertical range bin of CALIOP when the extinction coefficient of the water cloud is beyond 100 km$^{-1}$. Water cloud samples with such extreme extinction coefficients were not included in our study. Overall, considering that multiple scattering help reduce the attenuation and enhance the detectability, we can estimate that the upper limit of extinction coefficient retrieval from this approach is about 60 km$^{-1}$ if we have good SNR (nighttime measurements, lots of averaging). On the safe side, the limit is 30 km$^{-1}$. This also is the possible reason that caused the relative larger difference between slope method and Hu’s method when extinctions exceed 40 km$^{-1}$. On the other hand, extinction coefficients derived from the Hu’s method is less sensitive to the transient response since that method depends only on the depolarization ratio.

3.2 Comparison of daytime and nighttime extinction coefficients

In this paper, we assessed the global information of water cloud extinction coefficient during daytime and nighttime by using the slope method developed for this purpose. It is important to notice that day and night differences is different from the diurnal cycle. The CALIPSO data are not able to provide diurnal cycle of clouds. So, the extinction coefficient of water cloud at daytime and nighttime are the all-time mean value for day and night conditions. However, a comparison of daytime and nighttime values is still meaningful. Global statistics of nighttime water cloud optical properties derived in this study constitute a valuable supplement to daytime retrievals from passive remote sensing that depends on...
reflected sunlight, and provide additional information about cloud properties.

The global distributions of water cloud extinction coefficients and depolarization ratio at daytime and nighttime in a 2° by 2° grid are shown in Figs. 6 and 7. The left panel is for daytime, and the right panel is for nighttime. There are several obvious features in Fig. 6. First, global distributions of the extinction coefficient over the ocean during daytime are very similar to those obtained during nighttime. For example, the larger extinction values (may be reach 40 km$^{-1}$) are located along the coastal regions of the continents, and coincide with the major marine stratocumulus regions. In addition, these regions also exhibit larger cloud droplet number concentrations and smaller mean liquid water paths (Ben-
clear seasonal variability and are mostly negative at these regions. Obvious difference exists for July in the Canarian region, where the difference is about 24% (−8 km⁻¹). Zero difference exists for January and April in the Californian region, and for October in the Canarian region. In the Californian region, minimum extinctions of day and night both occur in January. Maximum extinctions of day and night both occur in April (about 40 km⁻¹), but maximum difference occurs in October (about 9%). The Namibian region is similar to the Peruvian, the maximum difference between day and night both occur in January, reaching 9% (about −3 km⁻¹). Maximum extinctions of day and night both are found in October, but the magnitudes are different. The minimum differences between day and night in these two regions both occur in July (<6%). In the Canarian region, larger extinction differences occur in July (24%) and April (8%). Minimum extinctions of day and night are found in January. However, a contrary tendency is present in the global mean results. That is, the global mean extinction coefficients of water cloud at night are relative lower than those at day. The daytime extinctions are about 29, 30, 29 km⁻¹ for January, April, July and October, respectively. The corresponding nighttime values are 28, 28, 26 and 28 km⁻¹. The differences between day and night are all positive and about 1–2 km⁻¹. The maximum difference occurs in July (about 7%). These results showed clearly that the differences in extinction coefficients between day and night have obvious regionality and vary with season.

Another obvious feature in Figs. 6 and 7 is: global distributions of the water cloud depolarization ratio are similar to that of the extinction coefficient. Larger depolarization ratios correspond to higher extinction values, while smaller depolarization ratios correspond to lower extinction values. Tables 1 and 2 also list the regionally averaged and global...
mean depolarization ratios. Overall, the depolarization ratios at four Sc regions are larger than the global mean values, and the differences in depolarization between day and night are negative. However, the differences are positive on the global scale. In addition, the regional depolarization differences are relative smaller (<0.01) than the global mean difference except for several special seasons (such as, October in the Canarian region). To investigate if the differences in depolarization ratio between day and night are small for water clouds at all levels, we also examined the statistics of the global mean depolarization ratio for all level water cloud (with cloud top <6 km). The results, shown in Fig. 8, indicate that the global mean depolarization differences still are small (ranging from 0.009 to 0.019). Sassen et al. (2009) showed that the depolarization in tropospheric ice clouds tends to increase with increasing height/decreasing temperature, as expected from various ground-based lidar studies. We found that the depolarization ratio is height-dependent also in water clouds. As shown in Fig. 8, it appears to decrease with increasing height/decreasing temperature based on the global mean. The possible reason is: cloud mean liquid water content or liquid water path for clouds with the same thickness decreases with cloud temperature decrease. Therefore, there is weak multiple scattering effect at colder clouds in general. On the other hand, ice cloud depolarizations are controlled mainly by ice crystal shapes.

Table 2 also lists the global mean values of the multiple scattering factor, and the slope of exponential decay of low-level water clouds derived from the slope method. The global mean multiple scattering factor of water clouds for different seasons range from 0.41 to 0.45, and differences between day and night are small, about -0.015. It is worth noticing that the global mean values of the extinction coefficient during daytime in Tables 1 and 2 are slightly different from the results presented in Sect. 3.1. As stated in Sect. 3.1, because the MODIS effective radius is reliable only under single-layer cloud conditions, the results of Figs. 4 and 5 are all derived from single-layer cloud samples. However, because

Fig. 6. The global distribution (2° by 2°) of Low level water cloud mean extinction coefficient at different months derived from the slope method at day (left) and night(right). Sc regions are marked by blue boxes and numbered in Fig. 6. They are: 1, Californian; 2, Namibian; 3, Canarian; 4, Peruvian.
the slope method is not confined to daytime light conditions and single-layer cloud vertical structure, multi-layered cloud samples are also included in this section. Thus, the number of samples considered in Sect. 3.2 is about three times the number of samples in Sect. 3.1. In view of statistics, the results in Tables 1 and 2 are more reasonable and are expected to reflect the mean conditions of low-level water cloud.

4 Conclusions and discussion

Boundary layer clouds play an very important role in modulating Earth’s climate. In this study, a method based on CALIPSO level 1 attenuated backscatter profile was developed to derive the mean extinction coefficient of low-level water cloud droplets close to cloud top (cloud top < 2 km). Although the vertical profile of the extinction coefficient within the entire water cloud layer cannot be derived by this method, it can facilitate retrieval of the droplet number concentration, which has less vertical variation. Generally speaking, the effective droplet radius of water clouds can be directly derived from Eq. (8) when the mean extinction coefficient \( \sigma \) was retrieved from CALIPSO level 1 data by the slope method. Then the droplet number concentration also can be derived from an approach similar to that of Hu (2007a). However, the errors in the extinction coefficient will be magnified when \( \sigma \) is subsequently used to derive the effective radius. Therefore, the slope method need to be improved for retrieving the droplet number concentration in future work. In addition, Bennartz (2007) already assessed the droplet number concentration of marine boundary layer cloud by using satellite datasets and a so-called adiabatic cloud model (Duynkerke et al., 1995; Pawlowska and Brenguier, 2000). In future work, we also can combine the slope method and Bennartz’s study to derived cloud droplet
Overall, the new method is useful for retrieving extinction coefficients in clouds with modest and low extinctions (extinction coefficient maybe below 60 km$^{-1}$) when layer-integrated depolarization ratios are smaller than 0.35. The novel method also was evaluated and compared with the previous method developed by Hu et al. (2007a; “Hu’s method”). Comparisons of results show that the extinction values derived from the new method agree well with those derived from Hu’s method. The mean absolute relative difference is about 13.4%, and the global mean relative differences are all smaller than 9%, or about 1–3 km$^{-1}$. We also compared differences in extinction coefficients between day and night at global as well as regional scales. The results showed clearly that the stratocumulus dominated regions exhibit larger day-night differences that are all negative and seasonal. However, a contrary tendency occurs for the global mean results. The global mean extinction coefficients of water clouds at night are relative lower than those at day. The daytime extinctions are about 29, 30, 27, 29 km$^{-1}$ for January, April, July and October, respectively. The corresponding nighttime values are 28, 28, 26, and 28 km$^{-1}$. The differences between day and night are all positive and about 1–2 km$^{-1}$. The maximum difference occurs in July (about 7%). The seasonal variation in global mean multiple scattering factor of water clouds ranges from 0.41 to 0.45, and differences between day and night are small, about −0.015. The corresponding global mean depolarization ratio of low-level water clouds ranges from 0.2 to 0.23, and the differences between day and night are also small, about 0.01. For all-level water clouds (cloud top <6 km), we found that the differences in the global mean depolarization ratio between

### Table 2. The global mean extinction coefficient, eta (multiple-scattering factor) and slope (extinction coefficient × eta) of low level water cloud from slope method.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Extinction coefficient (km$^{-1}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day-time</td>
<td>29</td>
<td>30</td>
<td>27</td>
<td>29</td>
</tr>
<tr>
<td>Night-time</td>
<td>28</td>
<td>28</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>difference</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Multiple scattering factor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day-time</td>
<td>0.411</td>
<td>0.41</td>
<td>0.426</td>
<td>0.41</td>
</tr>
<tr>
<td>Night-time</td>
<td>0.426</td>
<td>0.43</td>
<td>0.448</td>
<td>0.42</td>
</tr>
<tr>
<td>difference</td>
<td>-0.015</td>
<td>-0.02</td>
<td>-0.022</td>
<td>-0.01</td>
</tr>
<tr>
<td>Slope (km$^{-1}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day-time</td>
<td>11.3</td>
<td>11.3</td>
<td>10.6</td>
<td>10.8</td>
</tr>
<tr>
<td>Night-time</td>
<td>11.5</td>
<td>11.6</td>
<td>10.6</td>
<td>11.0</td>
</tr>
<tr>
<td>difference</td>
<td>-0.2</td>
<td>-0.3</td>
<td>0.0</td>
<td>-0.2</td>
</tr>
<tr>
<td>Depolarization ratio</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day-time</td>
<td>0.22</td>
<td>0.225</td>
<td>0.215</td>
<td>0.224</td>
</tr>
<tr>
<td>Night-time</td>
<td>0.21</td>
<td>0.212</td>
<td>0.203</td>
<td>0.217</td>
</tr>
<tr>
<td>difference</td>
<td>0.01</td>
<td>0.013</td>
<td>0.012</td>
<td>0.007</td>
</tr>
</tbody>
</table>

number concentration. Such a combination of methods could provide a more effective means of deriving number concentrations under multi-layered water cloud conditions or when an absorbing aerosol layer is located above the low level water cloud.

Fig. 8. The height dependency of global mean depolarization ratio for all level water clouds. The solid lines are for daytime, thicker dashed lines are for nighttime, thinner dashed lines are for the difference between day and nighttime. The values in the brackets are the global mean depolarization ratio for all water clouds.
day and night remain small, ranging from 0.009 to 0.019. Moreover, the global mean depolarization decreases with increasing height/decreasing temperature.

In addition, Sassen et al. (2009) showed that there are significant (about 0.11) average depolarization differences of ice clouds between day and night, which are inconsistent with earlier ground-based data. The significant difference indicates the presence of artifacts in the data set related to the effects of background signals from scattered sunlight in the green laser channel; the gain selection may be one of the reasons. To investigate if the differences in the depolarization ratio between day and night are related to the gain selection, background noise or other factors, we chose different targets (such as water cloud, ice cloud, common aerosol and dust) to analyze their depolarization difference between day and night. Preliminary results indicate that the depolarization differences of spherical particles (water cloud or common aerosols, such as clean continental aerosol) are small (<0.02). Larger differences (>0.04) are found for nonspherical particles (ice clouds or dust). Moreover, the depolarization ratios of targets may be more reliable after April of 2007 (improved data quality). So, we conclude that the larger depolarization differences of ice cloud or dust may be real, and perhaps related to the cloud dynamics. However, these are just preliminary results, and further research is needed to better understand the day-night differences in the CALIPSO depolarization values.

Many studies had shown that aerosols (such as, dust and smoke) have important impact on the variation of cloud properties (such as, effective droplet radius, number concentration and radiation forcing) (e.g. DeMott et al., 2003; Huang et al., 2006a,b; Su et al., 2008). In this study, the effect of aerosols on cloud properties was not considered. That is, the slope of the exponential decay of the validated water cloud attenuated backscatter profile may be somewhat influenced by the aerosol loading, particularly over the Western coast of Africa (smoke is abundant due to frequent burning activities). Hence, more studies about the interaction between aerosol and clouds over these regions (higher aerosol optical depth) would be needed in the future.
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